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Preface 

Artificial Intelligence in Prescriptive Analytics: Innovations in Decision Analysis, 
Intelligent Optimization, and Data-Driven Decisions emerges as a resource for 
researchers, practitioners, and students interested in the rapidly evolving intersection 
of artificial intelligence (AI) and prescriptive analytics when data-driven decisions 
are required. This requirement is becoming more prevalent daily, so this book intends 
to cover this topic by providing many real-world applications. This volume repre-
sents a culmination of cutting-edge research and practical insights, presenting the 
transformative power of AI in reshaping decision-making processes across industries 
and disciplines. 

This book is the product of a collaborative effort within the Eurekas Commu-
nity, an international and multidisciplinary network of scholars and professionals 
dedicated to advancing the fields of data and business analytics. Founded in 2008, 
Eurekas has created an ecosystem of collaboration, joining researchers from diverse 
backgrounds to tackle complex challenges and motivate innovation. With over 60 
research groups spanning more than 20 countries, Eurekas has been a driving force 
in building knowledge and expanding research capabilities. 

Within these pages, you will encounter a lot of contributions that reflect different 
impacts of AI on prescriptive analytics, data-driven decisions, optimization strate-
gies, and decision-making frameworks. The chapters include a wide range of 
approaches, models, and algorithms, including expert systems, metaheuristic algo-
rithms, recommender systems, decision support systems, forecasting techniques, 
and machine learning. This diversity of perspectives ensures a comprehensive explo-
ration of the field, from both theoretical interests and practical applications, through 
comprehensive literature reviews, representative applications, and challenging case 
studies. 

The different approaches aim to motivate readers to embrace these technolo-
gies and integrate them into their own businesses and industries, contributing to the 
adoption of Industry 4.0 principles, where AI-driven prescriptive analytics plays a 
protagonist role in driving efficiency, innovation, and sustainable growth. 

Each chapter has been subjected to a double-blind peer-review process, ensuring 
the quality and validity of the research presented. This evaluation process, conducted
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vi Preface

by experts from the Eurekas Community and beyond, guarantees that the content 
within this volume is both reliable and significant. 

The book opens with “Part I: Decision Analysis,” analyzing the power of AI to 
enhance traditional decision-making processes. Novel methodologies like multicri-
teria ordinal classification are applied to real-world financial data, demonstrating the 
potential for improved resource management. We also see AI’s impact on infras-
tructure planning, investment selection, and higher education management, offering 
readers a quick overview of how widely this is applied. 

“Part II: Intelligent Optimization” explores the AI’s optimization capabilities. 
From internet shopping experiences to searching for optimizing delivery routes with 
drones, AI algorithms show their ability to tackle intricate problems with preci-
sion and adaptability. The automation of complex tasks, such as topic generation 
for government requests, highlights the potential for AI to enhance efficiency and 
transparency in administrative processes. 

The concluding part, “Part III: Data-Driven Decision,” exemplifies the conver-
gence of AI and data analysis for informed decision-making. In this section, authors 
examine diverse applications, from predicting the impact of sustainability practices 
on family businesses to harnessing learning analytics for improved reading compre-
hension. AI’s potential in financial predictions, garment fit classification, and even 
stress analysis of engineering structures emphasizes its versatility and adaptability 
across domains. 

These three parts collectively make evident the impact of AI on prescriptive 
analytics, offering a glimpse into how the current data-driven insights and intelligent 
optimization converge to empower decision-makers. 

We sincerely thank the numerous contributors for finally getting this book. 
Besides, the Eurekas Community deserves recognition for its support and commit-
ment to enhancing collaborative research and knowledge exchange. 

Finally, we would like to express our sincere appreciation to all those who have 
supported this project with encouragement, feedback, and enthusiasm. All of this 
made it possible to finally bring this book to completion. We hope that Artificial 
Intelligence in Prescriptive Analytics will be a valuable resource and a source of 
inspiration for further innovation in this dynamic and ever-evolving field. 

Edmonton, Canada 
Ciudad Juárez, Mexico 
Torreón, Mexico 
Mar del Plata, Argentina 

Dr. Witold Pedrycz 
Dr. Gilberto Rivera 

Dr. Eduardo Fernández 
Dr. Gustavo Javier Meschino
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Chapter 1 
A New Methodology Based 
on Multicriteria Ordinal Classification 
for the Management of Financial 
Resources with Application to Real Data 
from the Stock Market 

Efrain Solares , Eduardo Fernández , Eyrán Díaz-Gurrola , 
Reimundo Moreno-Cepeda, Emmanuel Contreras-Medina , 
and Edy López Cervantes 

Abstract Stock selection is highly complex due to the high heterogeneity of its 
factors. The determination of the value of a stock depends to a large extent on the 
investor’s preferences towards such factors. This paper describes and evaluates a 
new methodology that uses investor decision policy to assign stocks to preferentially 
ordered classes. These classes can be of the “Don’t Buy”, “Doubt” or “Buy” type. The 
classes are identified by limiting profiles at the boundary of each pair of consecutive 
classes and are given a priori by the investor. A back-testing strategy is used to 
evaluate the proposal and its results are compared with those of some benchmark 
approaches. The primary findings highlight that the stocks classified within the best 
class not only yielded better average returns compared to the broader market but 
also exhibited significantly lower volatility, suggesting a more favorable risk-reward
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4 E. Solares et al.

balance and outperforming conventional methods and market benchmarks in terms 
of both returns and risk management. 

Keywords Decision aiding · Outranking approach · Stock selection 

1.1 Introduction 

Many methodologies for stock selection have been presented in the related literature 
in recent decades. The interest of the scientific community in this field is due to 
the important repercussions that it entails, both in the academic ground and for 
society in general. Its practical and theoretical limitations have been addressed from 
various perspectives and theories, producing a considerably high number of factors 
involved in the selection process. However, determining the best way to aggregate 
the information provided by these factors is an open question. 

The so-called multicriteria decision aiding (MCDA) [1] is an important branch 
of decision theory that can deal with the aggregation of information from multiple 
factors. In MCDA, a set of actions (decision alternatives) must be assessed based on 
a set of features called criteria to address choosing, ranking and sorting problems. 
Sorting problems, also called ordinal classification problems, consist of deciding 
how to assign actions to a collection of classes or categories that have been ordered 
(e.g., from worst to best) through the preferences of a decision maker (DM). In 
multicriteria ordinal classification, or multicriteria sorting, each action is assessed 
on multiple criteria and, aided by a decision model or decision policy, the actions 
are compared to reference profiles (reference actions) that characterize or define 
each class. Depending on the preferences within the decision model, the comparison 
allows the DM to assign the action to one or more classes. 

Within the MCDA theory and in the context of multicriteria sorting, the most 
widely used method is ELECTRE TRI [2, 3], later called ELECTRE TRI-B by [3]. A 
recent generalization of ELECTRE TRI-B was introduced in [4]. This method, named 
INTERCLASS-nB, fulfills all the consistency properties imposed on multicriteria 
sorting methods and, like ELECTRE TRI-B, uses reference profiles at the limiting 
boundary of each pair of consecutive classes to perform the classification. Unlike its 
predecessor, INTERCLASS-nB can exploit more than one reference profile at each 
boundary. This is a major improvement on the original method, as it can give the 
sorting process more discerning power. In addition, the new method is versatile with 
respect to the elicitation of parameter values, since they can be represented by real or 
interval numbers, which reduces the cognitive effort of the DM to define these values 
and the time required to define the “best” parameter values. Here, we explore the 
abilities of INTERCLASS-nB to aggregate the information provided by all common 
factors and assign stocks to preferentially ordered classes that can lead to the final 
selection of the most convenient stocks.
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In this paper, INTERCLASS-nB is used for first time to address the stock selection 
problem. Following [5] and, as described in Sect. 1.3, the methodology used to assess 
the proposal is defined as follows: 

1. The set of decision alternatives is composed of the stocks in the S&P500 index 
[6]. 

2. The set of criteria is composed of the so-called fundamental factors [7] as well  
as price forecasting [8]. 

3. The collection and preparation of the input data is performed through capi-
taliq.com. 

4. Expert investors were simulated to create a unified (although imprecise) decision 
policy that will provide the parameter values to exploit the multicriteria sorting 
method. 

5. Assign the stocks (actions) to preferentially ordered classes. 
6. Only the stocks that have been assigned to the best overall class are bought in 

a buy-and-hold strategy. A uniform distribution of resources is used to buy the 
selected stocks. 

7. The created portfolio is assessed with a back-testing strategy. 

This paper is structured as follows. Section 1.2 provides a review of the related 
literature and describes the INTERCLASS-nB method. Section 1.3 presents how this 
method is exploited to address the stock selection problem. The results are shown in 
Sect. 1.4. Section 1.5 concludes the paper. 

1.2 Background 

This section begins by mentioning and briefly describing the most outstanding works 
related to this paper; later, the details of the multicriteria sorting method used are 
provided. 

1.2.1 Review of the Related Literature 

Determining the most convenient stocks from a large universe of options is defined 
as stock selection. There are many factors involved in defining this convenience. 
Common factors in the related literature come from fundamental analysis [7]. 

Fundamental analysis uses data that is regularly published by the organizations 
underlying the stocks. This data is used to calculate indicators that investors often 
use to evaluate stocks. Indicators are both qualitative and quantitative, and typically 
include information that allows investors to compare the indicators (which represent 
the actual value of organizations) with current stock prices. Therefore, if one of these 
indicators shows evidence that the stock is undervalued, then it supports the decision 
that the investor should support the stock. If a sufficiently large number of indicators



6 E. Solares et al.

provide such evidence, then the stock should be selected for investment. However, in 
practice, the decision is not straightforward since indicators do not usually provide 
evidence to reach the same conclusions. 

We found in the literature review that the most used fundamental indicators used 
during stock selection are the following [9, 10]. 

• Profitability. 
• Leverage. 
• Liquidity. 
• Efficiency. 
• Growth. 
• Solvency. 
• Operational efficiency. 

Several fundamental indicators were used in [7] for stock selection purposes. 
The indicators used in that work relied mainly on the price of the stocks and their 
relationship with the financial information published by the organizations underlying 
the stocks. The indicators used in that work are Debt to Equity, Price to Earnings, 
and Profit to Earn. Similarly, [11] used the Price to Earnings Ratio and New Loan to 
Market Capitalization ratios. As many as seventeen indicators were used in [10] for  
similar purposes. 

The literature shows that fundamental indicators are commonly used in combina-
tion with other types of information during stock selection. For example, technical 
analysis is employed to complement fundamental information. In [12, 13], eight tech-
nical indicators were used together with eight fundamental indicators. Zarandi et al. 
[14] combined fundamental indicators with technical indices. On the other hand, 
price forecasting is also a very common approach used to complement fundamental 
analysis. Yang et al. [9] used an artificial neural network approach to forecast stock 
prices and combined them with twelve fundamental indicators. 

Various stock selection methods have been employed, with notable ones including 
artificial neural networks, data envelopment analysis, evolutionary algorithms, senti-
ment analysis, and support vector machines [15]. In [16], data envelopment analysis is 
combined with multicriteria decision aiding theory for fund selection. Another study 
[17] introduces a novel three-stage network model in multiplier data envelopment 
analysis. In a different approach [18], a hybrid model between a feed-forward neural 
network and an adaptive neural fuzzy inference system is proposed. Additionally, 
a study [9] suggests using differential evolution to optimize an objective function 
based on historical prices, which in turn weights a set of indicators derived from 
fundamental analysis. Lastly, support vector machines are utilized in two studies 
[19, 20]
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1.2.2 The INTERCLASS-nB Method 

INTERCLASS-nB is a multicriteria sorting method that generalizes the most used 
sorting method within the MCDA theory, the so-called ELECTRE TRI-B. The main 
characteristics of INTERCLASS-nB are (i) its ability to assign actions to ordered 
classes through multiple profiles in the limiting boundary of each pair of consecutive 
classes (as opposed to ELECTRE TRI-B, that can use only one), and (ii) its capacity to 
cope with imprecision in the definition of its parameter values (through the so-called 
interval numbers). 

Imprecise, vague, or ill-defined values can be assigned to the parameters of 
INTERCLASS-nB to reflect situations where the decision maker does not want/ 
is not willing to engage in an arduous process to define these parameters, and/or 
when the information to define the impacts on the criteria (factors) is not precisely 
known. This is accomplished in INTERCLASS-nB through the concept of interval 
number. An interval number can be defined as a variety of values (in the form of 
interval) that an unknown quantity can achieve. Formally, let’s consider an amount 
r whose value is uncertain. The possible range of this value can be defined by its 
highest attainable value r+ and its lowest attainable value r−. This allows us to capture 
the variability and potential volatility of r within a bounded range, providing a clear 
framework to analyze its fluctuations between r+ and r−, respectively, r = [r−, r+] 
is called interval number of r. We use bold font to identify interval numbers. 

A = {a1, a2, a3, …} denotes the set of decision actions, while the collec-
tion of classes is denoted by Ck , k = 1, . . . ,  M , with Ck+1 being preferred 
to Ck . To differentiate the boundary between each pair of classes, a set Bk ={
bk,j; j = 1, . . . ,  card (Bk )

}
of limiting actions (profiles) bk,j is used, where 

{B0, B1, . . . ,  BM , BM+1} is the set of all the limiting profiles (B0, and BM+1 are 
composed of the anti-ideal and ideal actions, respectively). 

Consider δ and β stablished following the preferences of the decision maker. 
Given the assertion “x ∈ A dominates y ∈ A”, we denote its credibility as xD(α)y. 
The assertion “x dominates y” is accepted when xD(α)y ≥ δ. Similarly, the assertion 
“x is at least as good as y” is denoted by η(x, y). The assertion “x is at least as good 
as y” is accepted when η(x, y) ≥ β, and is denoted as xS(β)y. Furthermore, if xS(β)y 
is hold but yS(β)x does not, then it is said that “x is preferred to y”, which is denoted 
by xPr(δ, λ)y. The specific steps to calculate xD(α)y and η(x, y) are described in [4]. 
INTERCLASS-nB also exploits the following conditions to sort the actions in A into 
classes. 

The following conditions are imposed to INTERCLASS-nB for the method to 
fulfill consistency properties [4]: 

1. Ck is defined through a set of reference upper limiting profiles, Bk , and through 
a set of reference lower limiting profiles, Bk−1. It is assumed that all bk,j of Bk 

are in Ck+1. 
2. B0 (respectively, BM ) is composed of the anti-ideal (resp. the ideal) action. 
3. For all k, there is no pair (bk,j,bk,i) such that bk,j Pr(δ, λ)bk,i. 
4. For all (k, h) (h > k), there is no pair (bk,j,bh,i) such that bk,j Pr(δ, λ)bh,i.
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5. For all k and for each action w in Bk , there is at least one action z in Bk+1 such 
that zD(α)w (with α ≥ δ). 

6. For all k and for each action w in Bk+1, there is at least one action z in Bk such 
that wD(α)z (with α ≥ δ). 

Preferential relations can also be stablished between an individual action x and a 
set of profiles Bk as follows: 

xS(δ, λ)Bk ⇐⇒ xS(δ, λ)w for any w ∈ Bk and there is no z ∈ Bk with zPr(δ, 
λ)x. 
BkS(δ, λ)x ⇐⇒ wS(δ, λ)x for any w ∈ Bk and there is no z ∈ Bk with xPr(δ, 
λ)z. 

The assignment of alternatives to classes in INTERCLASS-nB is carried out 
through two interconnected methods: the pseudo-conjunctive and pseudo-disjunctive 
procedures. These procedures rely on the sets of profiles meeting specific conditions, 
as outlined previously. Here’s a closer look at how each procedure functions: 

• Pseudo-Conjunctive Procedure: This approach aims to ensure that an alternative 
satisfies a certain set of criteria, similar to a conjunctive evaluation. Only if the 
alternative meets the necessary conditions from the profiles will it be assigned to 
a corresponding class. 

• Pseudo-Disjunctive Procedure: In contrast, this method allows for more flexibility 
by assigning an alternative to a class if it meets any one of the specified conditions 
from the profiles, resembling a disjunctive evaluation. 

Both procedures work together to provide a comprehensive classification frame-
work, enabling accurate and balanced assignments to the appropriate classes. 

Pseudo-Conjunctive Procedure 

i. Compare x to Bk for k = M − 1, . . . ,  0, until the first value, k, such that 
xS(δ, λ)Bk ; 

ii. Assign x to class Ck+1. 

Pseudo-Disjunctive Procedure 

i. Compare x to Bk for k = 1, . . . ,  M , until the first value, k, such that BkPr(δ, λ)x; 
ii. Assign x to class Ck . 

For more details of this method, such as general steps, the step-by-step algo-
rithm, an optimization-based inference method for the INTERCLASS-nB, and other 
considerations, the reader is referred to [4].
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1.3 Proposed Methodology 

The proposed methodology exploits the INTERCLASS-nB method to assign each 
element in a set of actions to preferentially ordered classes; then, creating a portfolio 
with the stocks that were assigned to the best class and supporting each of these with 
an equal amount of resources; finally, using a back-testing strategy to compare the 
results of the proposal with those of the benchmark approaches. 

This methodology is shown in Fig. 1.1 and described in the rest of this section.

1.3.1 Input Data 

The Standard and Poor’s 500 (S&P500) index is perhaps the most important stock 
benchmark worldwide, as it contains five hundred of the most representative compa-
nies of the United States of America. To perform the back-testing strategy, we used 
daily data for the last ninety business days. We use historical data provided by capi-
taliq.com about the stocks in the S&P500 index consisting of daily prices from March 
5 to July 14, 2021 (ninety periods). Such a platform allows us to access financial 
statements and ratios preparing the input data particularly by discarding missing 
information (as opposed to fulfilling it with artificial information). Sixty periods are 
used to “train” the model. Then, the multicriteria sorting method assigns the stocks 
in the period immediately after the sixty training periods to finally select the stocks 
of the best class. This is done in the form of a sliding window, so that the selection 
of stocks is performed in thirty different periods that represent different contexts and 
trends of the market (assessing robustness of the proposal). Capitaliq.com is partic-
ularly used for downloading and preparing the data, while the rest of the procedure 
is performed using basic tabular tools such as Excel. 

Table 1.1 provides a sample of the organizations in the S&P500.
Among the different options of fundamental factors used in the literature, given 

the complementarity of the information they provide, here we use the following 
factors based on the recommendations provided by [5, 9, 10, 13, 18]:

a. Return on asset (RoA): indicates the profitability of the organization regarding its 
total assets. Provides an insight about the efficiency of the organization exploiting 
its assets to generate profits. It is calculated by dividing its net income by its total 
assets. 

b. Price to Earnings (PtE): measures the stock price of the organization regarding its 
earnings per share (that is, the profit of the organization divided by the outstanding 
shares of its common stock). Provides an insight about the relative value of the 
shares of the organization. 

c. Price to Book (PtB): indicates the price per share in the market regarding its book 
value. Provides an insight considering if the value of the organization is priced 
properly by the market.
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Fig. 1.1 Proposed methodology

d. Price to Sales (PtS), indicates the price per share in the market regarding the 
revenue per share. Provides an insight about the stock price of an organization 
with respect to its revenues; that is, denotes the value that the market has puts on 
each dollar the organization has sold. 

e. Return on equity (RoE), indicates the efficiency of the organization in generating 
profits. It can be calculated as the net income of the organization divided by its 
average shareholder’s equity.



1 A New Methodology Based on Multicriteria Ordinal Classification … 11

Table 1.1 Organizations in the S&P500 index 

Constituents name Constituents Constituents name Constituents 

3 M Company NYSE:MMM … … 

A. O. Smith Corporation NYSE:AOS Valero Energy 
Corporation 

NYSE:VLO 

Abbott Laboratories NYSE:ABT Ventas Inc NYSE:VTR 

AbbVie Inc NYSE:ABBV VeriSign Inc NasdaqGS:VRSN 

Abiomed Inc NasdaqGS:ABMD Verisk Analytics Inc NasdaqGS:VRSK 

Accenture plc NYSE:ACN Verizon 
Communications Inc 

NYSE:VZ 

Activision Blizzard Inc NasdaqGS:ATVI Vertex Pharmaceuticals 
Incorporated 

NasdaqGS:VRTx 

Adobe Inc NasdaqGS:ADBE ViacomCBS Inc NasdaqGS:VIAC 

Advance Auto Parts Inc NYSE:AAP Viatris Inc NasdaqGS:VTRS 

Advanced Micro Devices 
Inc 

NasdaqGS:AMD Visa Inc NYSE:V 

Aflac Incorporated NYSE:AFL Vornado Realty Trust NYSE:VNO 

Agilent Technologies Inc NYSE:A Vulcan Materials 
Company 

NYSE:VMC 

Air Products and 
Chemicals Inc 

NYSE:APD W. R. Berkley 
Corporation 

NYSE:WRB 

Akamai Technologies Inc NasdaqGS:AKAM W.W. Grainger Inc NYSE:GWW 

Alaska Air Group Inc NYSE:ALK Walgreens Boots 
Alliance Inc 

NasdaqGS:WBA 

Albemarle Corporation NYSE:ALB Walmart Inc NYSE:WMT 

Ale0andria Real Estate 
Equities Inc 

NYSE:ARE Waste Management Inc NYSE:WM 

Ale0ion Pharmaceuticals 
Inc 

NasdaqGS:AL0N Waters Corporation NYSE:WAT 

Align Technology Inc NasdaqGS:ALGN WEC Energy Group Inc NYSE:WEC 

Allegion plc NYSE:ALLE Wells Fargo & Company NYSE:WFC 

Alliant Energy 
Corporation 

NasdaqGS:LNT Welltower Inc NYSE:WELL 

Alphabet Inc NasdaqGS:GOOG West Pharmaceutical 
Services Inc 

NYSE:WST 

Alphabet Inc NasdaqGS:GOOG.L Western Digital 
Corporation 

NasdaqGS:WDC 

Altria Group Inc NYSE:MO Westinghouse Air Brake 
Technologies 
Corporation 

NYSE:WAB 

Amazon.com Inc NasdaqGS:AMZN WestRock Company NYSE:WRK 

Amcor plc NYSE:AMCR Weyerhaeuser Company NYSE:WY

(continued)
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Table 1.1 (continued)

Constituents name Constituents Constituents name Constituents

Ameren Corporation NYSE:AEE Whirlpool Corporation NYSE:WHR 

American Airlines Group 
Inc 

NasdaqGS:AAL Willis Towers Watson 
Public Limited 
Company 

NasdaqGS:WLTW 

American Electric Power 
Company Inc 

NasdaqGS:AEP Wynn Resorts Limited NasdaqGS:WYNN 

American Express 
Company 

NYSE:AxP Xcel Energy Inc NasdaqGS:XEL 

… … Xilinx Inc NasdaqGS:XLNX

Following the trend in the literature to combine multiple types of factors, in 
addition to these fundamental indicators that provide a wide range of perspectives 
regarding the financial situation of the organizations underlying the stocks, we use 
stock price forecasts based on more traditional estimations. We utilize an estimated 
future return for each stock, calculated as the mean return over the most recent 
sixty periods, plus or minus three times the standard deviation of those returns. This 
approach captures the expected return along with its variability, providing a range 
that reflects potential fluctuations based on historical data. Here, we exploit the ability 
of INTERCLASS-nB to deal with parameters defined as interval numbers. This is 
particularly useful in this situation given the high complexity usually involved in 
forecasting the stock returns. 

Some of the factors mentioned above reflect information in various contexts. 
Following [1], we carry out an assessment of the factors to ensure that they can 
form a so-called coherent family of criteria. This way, the factors form a set of 
criteria that fulfill the properties of non-redundancy, completeness, and consistency. 
First, we confirmed that no criterion duplicates the function of another within the 
decision-making process. Each criterion should measure a unique aspect of the 
stocks, preventing any undue influence from overlapping measures. We achieved 
it by using factors that measure the quality of the stocks in different perspectives: 
forecasted returns, profitability, and company performance. Second, we ensured that 
the set of criteria covers all relevant aspects of the decision problem; in the context 
of this work, completeness refer to two basic aspects, i.e., fundamental analysis and 
forecasting factors. Finally, criteria are independent, meaning the evaluation of a 
stock under one criterion does not affect its evaluation under another. These criteria 
are normalized to [0,1] (except for the forecasted return) considering the last sixty 
historical periods of stock prices. Table 1.2 shows a sample for the most recent period 
considered in the experiments, July 14, 2021, which is part of the input used to assess 
the methodology.
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Table 1.2 Sample of the performance matrix for July 14, 2021 

Constituents name Constituents RoA PtE PtB PtS RoE 

3 M Company NYSE:MMM 0.015 0.514 0.470 0.796 0.155 

A. O. Smith Corporation NYSE:AOS 0.668 0.393 0.851 0.746 0.730 

Abbott Laboratories NYSE:ABT 0.787 0.212 0.534 0.401 0.808 

AbbVie Inc NYSE:ABBV 0.000 0.736 0.684 0.943 0.000 

Abiomed Inc NasdaqGS:ABMD 0.013 0.374 0.463 0.482 0.000 

Accenture plc NYSE:ACN 0.170 1.000 1.000 1.000 0.194 

Activision Blizzard Inc NasdaqGS:ATVI 0.102 0.259 0.338 0.244 0.000 

Adobe Inc NasdaqGS:ADBE 0.973 1.000 1.000 1.000 0.017 

Advance Auto Parts Inc NYSE:AAP 0.864 0.235 0.919 0.625 0.928 

Advanced Micro Devices 
Inc 

NasdaqGS:AMD 0.763 0.626 0.739 0.615 0.264 

Aflac Incorporated NYSE:AFL 0.730 0.115 0.549 0.271 0.784 

Agilent Technologies Inc NYSE:A 0.535 0.619 0.958 0.949 0.894 

Air Products and 
Chemicals Inc 

NYSE:APD 0.024 0.579 0.538 0.425 0.000 

Akamai Technologies Inc NasdaqGS:AKAM 0.036 0.823 0.857 0.850 0.000 

Alaska Air Group Inc NYSE:ALK 0.197 0.000 0.000 0.352 0.000 

… … … … … … … 

Waste Management Inc NYSE:WM 0.037 0.998 0.998 0.998 0.051 

Waters Corporation NYSE:WAT 0.073 1.000 1.000 1.000 0.000 

WEC Energy Group Inc NYSE:WEC 0.090 0.282 0.331 0.231 0.000 

Wells Fargo & Company NYSE:WFC 1.000 0.000 1.000 0.000 1.000 

Welltower Inc NYSE:WELL 0.068 1.000 1.000 1.000 0.000 

West Pharmaceutical 
Services Inc 

NYSE:WST 0.799 0.696 0.961 0.951 0.904 

Western Digital 
Corporation 

NasdaqGS:WDC 0.786 0.065 0.440 0.489 0.650 

Westinghouse Air Brake 
Technologies Corporation 

NYSE:WAB 0.071 0.719 0.741 0.823 0.000 

WestRock Company NYSE:WRK 0.060 0.000 0.222 0.234 0.000 

Weyerhaeuser Company NYSE:WY 0.855 0.039 0.143 0.124 0.879 

Whirlpool Corporation NYSE:WHR 0.712 0.123 0.201 0.277 0.926 

Willis Towers Watson 
Public Limited Company 

NasdaqGS:WLTW 0.092 0.000 0.000 0.003 0.756 

Wynn Resorts Limited NasdaqGS:WYNN 0.874 0.000 0.816 0.120 0.000 

Xcel Energy Inc NasdaqGS:XEL 0.095 0.380 0.564 0.262 0.000 

Xilinx Inc NasdaqGS:XLNX 0.013 0.604 0.536 0.604 0.418
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1.3.2 Parameter Values 

Here, we describe the parameter values used to operationalize the proposed method-
ology. Please note that expert knowledge from the investors is simulated by deter-
mining parameter values from (i) the historical performances of the stocks, (ii) 
preliminary experiments, and (iii) the literature. 

Given the outstanding feature of INTERCLASS-nB to handle imprecise infor-
mation in the form of interval numbers, the cognitive effort imposed to the decision 
maker during the elicitation of parameter values is considerably reduced. Therefore, 
we assume that the decision maker is able and willing to provide such parameter 
values and that he/she can do it in a straightforward manner. 

1.3.2.1 Representing the Preference Model of the Decision Maker 

According to the discussion in Sect. 2.1 and the specific steps described in [4], 
INTERCLASS-nB requires the following parameters to be defined in order to 
reproduce the preference model of the decision maker: 

• A credibility threshold, δ, to establish clear preference relations. 
• A threshold, λ, to define a strong majority in the outranking relation. 

n criteria weights, wi (i = 1, 2, …, n), to denote the relative importance of the 
criteria. 

n indifference thresholds, qi, (i = 1, 2, …, n) to denote the maximum differences 
between criteria impacts such that the decision maker feels that the impacts are 
indifferent. 

n preference thresholds, pi, (i = 1, 2, …, n) to denote the minimum differences 
between criteria impacts such that the decision maker can discern which of the impact 
is preferred. 

n veto thresholds, vi, (i = 1, 2, …, n) to denote the minimum differences between 
the impacts of actions x and y on the ith criterion, say gi(x) and gi(y), such that the 
decision maker can veto the assertion “x is at least as good as y according to the ith 
criterion” when gi(y) − gi(x) ≥ vi. 

To evaluate the proposal, the following parameter values are utilized. The cred-
ibility threshold for establishing clear preference relations, δ, is set at 0.51. The 
threshold λ for defining a strong majority in the outranking relation is set between 
0.51 and 0.66. All criteria are assumed to have equal weight, with the threshold values 
reflecting that the criteria impacts are normalized to the range [0, 1]. The indifference 
thresholds are defined as [0, 0.1], the preference thresholds as [0.1, 0.2], and the veto 
thresholds as [0.5, 0.7]. As stated above, these values were set given the results from 
the historical performances of the stocks, some preliminary experiments, and the 
literature. Particularly, we have noticed from previous unstructured experiments on 
historical data that low values of δ and λ helped to obtain greater returns in the long 
term, while the (indifference, preference, and veto) thresholds are supported by the
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Table 1.3 Profiles used to represent the limiting boundaries between classes 

Boundary Return on 
asset 

Price to 
earnings 

Price to 
book 

Price to 
sales 

Return on 
equity 

Forecasted 
return 

B0 0 0 0 0 0 −0.08 

B1 0.6 0.6 0.6 0.6 0.6 [0.2, 0.4] 

B2 1 1 1 1 1 0.10 

works [13, 21, 22]. Evidently, more structured experiments should be carried out to 
improve the performance of the proposal. However, this is out of the scope of this 
work, so the authors will address the topic as a future research line. 

1.3.2.2 Representing Limiting Boundaries Between Classes Through 
Reference Profiles 

Two classes were established for stock selection: the Discarded class (C1) and the 
Highly Recommended Stocks class (C2). The defining profiles at the boundaries of 
these classes are outlined in Table 1.3. The profile values were intuitively assigned 
given the ranges of criteria scores ([0, 1] for the fundamental indicators and around 
0 for the average forecasted returns); particularly, such values denote convenience 
points characterizing the limiting boundaries between the classes. 

1.4 Results and Discussion 

As mentioned in Sect. 1.3, we consider daily data (for business days) of stocks in the 
S&P500 index for the time frame from March 5 to July 14, 2021 (ninety periods). 
In each of these periods, the fundamental indicators were derived from data for 
the immediately preceding quarter of the year, while the last sixty daily historical 
prices were used to forecast the stock’s return; later, this information was used to 
evaluate the stock and assign it to one of the classes. To carry out the buy and hold 
strategy (with a portfolio with equally distributed weights), only the stocks allocated 
to the highest class were selected. Below we discuss first the allocations made by the 
proposal and then the returns the portfolios achieved. 

1.4.1 Results of the Multicriteria Sorting Method 

The work of the multicriteria sorting method consists of processing the input data to 
evaluate each stock on the multiple criteria and assign it to a preferential class. Since 
we are only interested in the most outstanding stocks, we only have two classes, the
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Highly Recommended Stocks and the Discarded Stocks classes. Table 1.4 provides 
a sample of the assignments made by the method. For the period March 5, 2021. The 
complete set of results can be found in this link.

1.4.2 Returns of the Recommended Portfolios 

Table 1.5 presents a summary of the returns produced by the selected stocks (as 
classified by the INTERCLASS-nB method) for each of the thirty historical periods 
under consideration. The periods correspond to specific dates, and for each period, 
the performance of the recommended stocks is compared against a benchmark index. 
The table is structured to provide insights into the effectiveness of the stock selection 
methodology by showing the financial outcomes of following the proposed strategy 
versus market performance as represented by the benchmark.

The entries under both “Recommended Stocks” and “Benchmark Index” columns 
are percentage changes, reflecting the variation in investment value from the begin-
ning to the end of each period. Positive values indicate a gain, while negative values 
signify a loss. The comparison between these two columns is crucial for assessing 
the proposed stock selection methodology’s relative performance. It demonstrates 
whether the method consistently outperforms, matches, or underperforms against the 
market benchmark, providing a measure of its effectiveness and potential value to 
investors. 

Given the large number of stocks in the S&P500 index, the third column of 
Table 1.5 tends to show larger numbers than the second one. However, it can still be 
clearly appreciated that the selected stocks provide better overall returns. The mean 
return for the stocks in the index after the thirty periods is −6.21%, while that of the 
selected stocks is −0.28%. 

Another interesting result is that the summatory of the returns produced by the 
recommended stocks not necessarily follows the tendency (direction) of the market, 
which may be helpful in periods of general losses for the market. It is important to 
remark that the market presents high volatility. The concept of volatility (measured, 
for example, by the standard deviation) is a crucial indicator of the risk that the 
investor would be taking if he/she participates in a given portfolio of investment. The 
standard deviation of the summatory of returns of the stocks in the S&P500 index is 
373.80%, while that of the recommended stocks is 1.33%. 

1.5 Conclusions 

A novel way of selecting stocks through a multicriteria sorting method has been 
described and assessed. The main component of the proposed methodology is the 
so-called INTERCLASS-nB method. This method exploits the available information 
about the preferences of the decision maker to assign actions (the stocks) to predefined
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Table 1.5 Summary of the returns produced by the selected stocks in each of the thirty historical 
periods 

Period Recommended stocks (%) Benchmark index (%) 

5/3/2021 −1.60 52.83 

8/3/2021 0.07 −98.19 

9/3/2021 0.47 251.15 

10/3/2021 −1.13 −93.48 

11/3/2021 0.18 86.98 

12/3/2021 −2.40 −229.60 

15/3/2021 −0.95 48.69 

16/3/2021 1.33 178.53 

17/3/2021 −1.26 −208.36 

18/3/2021 0.48 16.75 

19/3/2021 −0.97 −340.13 

22/3/2021 −3.58 −507.96 

23/3/2021 −3.06 −833.29 

24/3/2021 1.96 971.61 

25/3/2021 0.59 69.01 

26/3/2021 0.34 −69.39 

29/3/2021 0.75 322.24 

30/3/2021 1.35 364.07 

31/3/2021 −1.09 −219.71 

1/4/2021 0.15 −55.93 

5/4/2021 0.74 125.37 

6/4/2021 0.94 329.89 

7/4/2021 0.63 114.34 

8/4/2021 −0.63 −436.99 

9/4/2021 0.23 103.36 

12/4/2021 −1.71 −529.83 

13/4/2021 1.23 811.70 

14/4/2021 0.21 134.79 

15/4/2021 −1.27 −467.06 

16/4/2021 −0.26 −77.65

and preferentially ordered classes. The main characteristics of this method are that (i) 
it uses reference profiles at the limiting boundary between each pair of consecutive 
classes, (ii) it fulfills all the consistency properties imposed on multicriteria sorting 
methods, (iii) it is capable of incorporating imprecise data, vague or poorly defined 
preference information, so that obtaining the values of its parameters is relatively
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easy for the decision maker, (iv) it can handle the effects of non-compensation and 
veto during the decision process. 

This work proposes to use the INTERCLASS-nB method to determine 
outstanding stocks based on a set of factors taken from the fundamental analysis 
(an approach that is widely used by practitioners) and the forecast of stock prices. 
According to the literature review, combining different types of information that 
describe the quality of the stocks is a common practice. Furthermore, we notice a 
strong tendency to incorporate information from these types of analyses since they 
tend to make it easier to find undervalued stocks (and, therefore, with high probability 
of increasing their price). However, considering multiple factors usually increases 
the complexity of the problem, so addressing this problem is not straightforward. 
The characteristics of the INTERCLASS-nB method allowed us to cope with the 
complexity of the problem. 

We assessed the proposal by simulating long-position investments with actual 
historical data (that is, a back-testing strategy) in stocks within the Standard and 
Poor’s 500 (S&P500) index. To perform the back-testing strategy, we used daily data 
for the last ninety business days. First, sixty periods are used for “training”, then 
the INTERCLASS-nB method assigns the stocks to the classes, so we can select 
the best classified stocks. This is performed in a sliding-window manner such that 
the selection of stocks is performed in thirty different periods representing different 
contexts and trends of the market, thus assessing robustness of the proposal. The 
results of the experiments showed that around ten percent of the stocks were assigned 
to the best category of stocks in each of the test periods. This is an important result 
because the stock selection phase (one of the stages of the overall management of 
stock portfolios) requires identifying a limited number of the best stocks. The actual 
return of the selected stocks is then compared to that of the stocks in the S&P500 
index. Table 1.5 shows that the proposal outperformed the market in most scenarios in 
the context of summary of returns and with respect to volatility and cumulative return. 
Therefore, we conclude that the proposed approach is adequate to be considered by 
practitioners. 

As can be seen in Table 1.4, INTERCLASS-nB only assigned around ten percent 
of the stocks to the best category (C2), which is mainly due to the high demand 
imposed through the profiles in the boundaries between pairs of classes. In general 
terms, a portfolio with fewer shares is more convenient to exercise better control and 
achieve lower levels of commissions. 

In future works, more experiments will be carried out to investigate the impact 
that such a requirement produces on the number of supported stocks. In any case, 
the decision maker can always provide the requirements and number of profiles with 
which he/she feels most comfortable. 

The proposal should be further assessed using other preference models to represent 
the different behaviors of decision makers. Particularly, different number of profiles 
per limiting boundary, different sets of fundamental factors, other ways of forecasting 
stock prices, and diverse factors coming from other types of sources (such as technical 
and sentimental analyses).
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Chapter 2 
M-SALD: A Novel Support Tool 
for Geo-driven Decision-Making 
in the Selection of Hydraulic Structures 
Location 

Solangel Rodríguez-Vázquez , Yeleny Zulueta Véliz , 
and Yamilis Fernández Pérez 

Abstract Expert systems are fundamental tools in the fields of artificial intelligence 
and decision-making. In the context of the selection of areas for the location of dams, 
expert systems are especially relevant since they can integrate multiple variables for 
the detection of optimal locations that minimize environmental impacts and maxi-
mize the efficiency of the infrastructure. This research paper presents a new model 
of multicriteria and geospatial analysis (M-SALD). M-SALD is an expert system 
structured in three phases that can select from a set of areas the most suitable for 
the possible location of dams. In addition, it integrates the processes of multicriteria 
analysis and geospatial analysis, allowing multiple factors to be considered simulta-
neously, considering the spatial location of the data and the interaction between them. 
The model is applied to a case study in which a total of 29 watersheds (alternatives) 
were evaluated, considering 4 criteria and 25 sub-criteria. As a result of the applica-
tion, it is evident that the model allows for the expansion of the number of possible 
factors, parameters, and alternatives to be evaluated, reducing the inconsistency from 
80 to 20%. It eliminates the subjective evaluation performed by the experts during 
the weighing of the alternatives and reduces by up to 22% the number of candidate 
points (12,591) evaluated on the rivers. To obtain the results, the possible scenarios 
of hydrological development were considered, including promising areas to ensure 
the balance of water resources. 
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2.1 Introduction 

Nowadays, the planning and construction of hydraulic structures, such as dams, 
requires an approach based on multiple variables and factors to ensure their viability, 
efficiency, and sustainability. The precise selection for the location of the dam is a 
significant milestone, as it has a significant impact not only on the management of the 
water resource, but also on its operation on a social, economic, and environmental 
level. In this sense, artificial intelligence is a tool capable of revolutionizing the way 
this topic is addressed using a wide range of techniques, including expert systems, 
fuzzy logic, neural networks, and applied data mining. The use of expert systems 
in the selection of areas for the location of dams (SALD) can help to carry out the 
decision-making process and reduce the risk of errors and negative consequences 
for the natural and social environment based on environmental, technical, and socio-
economic criteria. In this way, expert systems can systematically analyze and weigh 
these factors and provide recommendations based on specific rules and algorithms. 

Consequently, the multicriteria decision methods, far from being considered infal-
lible and precise elements, the use of which allows finding an optimal and defini-
tive solution, are a basis, supported by scientific elements, that provides distinctive 
improvements to make a decision. As Semenov et al. [1] have studied, in any case, 
these are decisions based on quantifiable components that allow us to weigh the risk, 
and, by virtue of this, they are able to choose the “decision” that, at best, turns out 
to be the most satisfactory and, at worst, the least satisfactory. 

With the traditional SALD approach, hydrological information is processed inde-
pendently, resulting in a large volume of variables (criteria, sub-criteria and alterna-
tives) to be evaluated during decision-making. The analysis is complicated by the 
high level of imprecision and vagueness related to the initial information, the future 
conditions, the preferences of the decision-makers at the time of choosing the loca-
tion of the dam. In addition, the process of selecting areas for the location of dams is 
carried out manually, being able to then affirm that the predictive power of the areas 
in terms of the water viability of the watersheds and the accuracy in the selection of 
the area on the rivers for the location of the dams will be affected. 

This paper proposes a new multicriteria and geospatial model (M-SALD) for 
decision-making on the selection of the location of hydraulic installations for an 
efficient and sustainable use of water. M-SALD allows the integration of the methods 
of experimental theoretical study of the characteristics of watersheds, the methods 
of multicriteria evaluation and geospatial analysis of distances between points. In 
addition, it reduces the subjectivity in the evaluation of alternatives by using the real 
values of the sub-criteria (parameters) to obtain the weighting of the same, and not 
the direct assessment of the experts. It allows to reduce environmental and social risks 
in the analyzed area for the placement of dams and increase the predictive value and 
accuracy during the pre-feasibility study of hydraulic projects. It solves the SALD 
problems and decreases the time during the decision-making in the pre-feasibility 
analysis stage.
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The research paper is divided into four sections, starting with the introduction. The 
introduction provides an overview of the study, including the motivation, the problem 
statement, the research contribution, the novelties and impacts and the general struc-
ture of the article. Next, in the related studies section, a brief study is presented 
regarding the evolution of the SALD problems and their solution approaches, as 
well as a comparative table between the analyzed studies and the proposed model 
using as indicators the limitations found during the study. The section on method-
ologies and methods describes in a general way the proposed M-SALD, deepening 
in the operation of each of its phases. Continuing, the results and discussion section 
presents several important aspects. It includes the validation of the model through: 
(1) its application to a real case study, (2) the comparison between the inconsisten-
cies obtained by different authors and M-SALD in terms of the number of criteria, 
sub-criteria and alternatives used and (3) the use of Spearman’s correlation coeffi-
cient to compare the correlation between the results of applying M-SALD and other 
methods to the same case study. Finally, section four presents the general conclusions 
resulting from the research. 

2.2 Related Studies 

As mentioned in the previous section, the traditional approach to solving SALD 
problems is performed manually using geospatial maps that allow areas to be visu-
alized and/or through the analysis of the calculation of the parameters that directly 
influence the areas. This hinders the speed and quality of decision-making because 
a bias is introduced as a result of the uncertainty caused by the absence of key infor-
mation during the process. For some years now, researchers have been including 
some artificial intelligence techniques that favor the decision-making process and 
the selection of the most appropriate areas for dam positioning. 

Othman et al. [2] present a study to identify suitable locations to build dams 
within a single basin. They use the fuzzy Analytical Hierarchical Process (AHP) and 
the Weighted Sum Method (WSM) and compare their results to select suitable prey 
sites. During the analysis, 7 criteria and 21 alternatives are considered. On the other 
hand, Rane et al. [3] evaluate the potentiality of the locations by integrating the Spatial 
Analytical Multiple Influence Factor (MIF) and the Technique in Order of Preference 
by Similarity with the Ideal Solution (TOPSIS). They considered 3 criteria and 12 
sub-criteria during the evaluation. The selection of the potential site was obtained 
through a suitability map created using the weighted superposition technique. Alrawi 
et al. [4] use the AHP method in the analysis, combined with Geographic Information 
System (GIS) and Remote Sensing (RS) techniques. They use 9 criteria during the 
evaluation among which the environmental factor is not found. As in [3] they used  
the weighted superposition technique for the final site selection. Zytoon et al. [5] use  
RS techniques integrated with GIS to evaluate the feasibility of building a dam. In 
this study, only 4 possible sites are analyzed, and the characteristics of the watershed 
are considered, among other aspects. Among the analysis criteria, the environmental
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factor is not considered. Dortaj et al. [6] evaluate 10 alternatives taking into account 
4 criteria. The alternatives were classified using ELECTRE in all its variants and 
the results were combined applying the grade point average and the classification 
strategies of Borda and Copeland. Alkhuzai et al. [7] use GIS for the mapping and 
selection of the dam site basing their analysis on the use of the Digital Elevation 
Model (DEM) as a study basis. During the research they use 4 sub-criteria for the 
final obtaining of three evaluation sites. Bihon et al. [8] uses the sensitivity analysis of 
the weights of the factors based on GIS using the AHP multicriteria analysis method 
and states that this type of analysis reduces the uncertainty of the final map of potential 
sites and decreases the subjectivity during the evaluation of the experts. During the 
analysis it considers 9 criteria among which the environmental factor is not found. 
Atiq et al. [9] conducted a research on the location of dam sites by using GIS tool 
and RS technique and it is stated that tectonically active fault regions are considered 
the worst for dam location. Ajibade et al. [10] identifies potential points on rivers, 
using geographic information systems and remote sensing techniques integrated with 
fuzzy logic. Two criteria and four sub-criteria were used during the study. The fuzzy 
members were combined using the fuzzy overlay technique to obtain the appropriate 
dam site selection map. Most of the sites obtained in this research are characterized 
by having a high elevation and a gentle slope. Wang et al. [11] carried out a study 
of the literature corresponding to prey positioning in the last 20 years considering a 
total of 136 scientific articles. They analyze the most used methods and techniques 
focusing on the factors that influence the SALD problems and evaluate the impact 
of different dam functions on the siting factors. The results of this research show 
that: (1) the methods and techniques most commonly used in this type of analysis 
are based on GIS/RS, based on MCDM and MCDM—GIS and based on machine 
learning, (2) the site selection factors vary greatly, depending on the function of the 
dam and (3) the insufficiency that still exists in research regarding the integration of 
different methods of solving SALD problems. 

From the bibliographic review carried out and based on the results obtained by 
the article [11] it is necessary to emphasize that there are inadequacies or limitations 
in terms of: 

• The environmental factor is not considered as one of the most important aspects 
to achieve a sustainable balance between water resources management and 
environmental management. 

• Analyses are carried out on the potential sites of the rivers that belong to a single 
watershed. 

• The assessment of the water viability of watersheds is not taken into account. 
• The investigations are focused on dams with a single function. 
• The number of criteria used for the evaluation of sites is low with respect to the 

number of criteria that intervene in this type of selection. 
• According to Wang et al. [11], the percent of criteria that are most used in research 

are of a topographic and geological nature. 

As evidenced by the current, trends for the resolution of SALD problems are 
directed towards two directions—the use of multicriteria analysis methods to obtain
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a hierarchical order of the alternatives that are analyzed and the use of geospatial anal-
ysis techniques using the GIS. The M-SALD model proposed in this chapter substan-
tially reduces each of the deficiencies detected during the bibliographic analysis. This 
is evidenced by its benefits among which are that: 

• It allows the integration of the methods of experimental theoretical study of 
the characteristics of watersheds, the methods of multicriteria evaluation and 
geospatial analysis of distances between points. 

• Presents the environmental factor as a fundamental axis through the distance anal-
ysis between spatial objects that is carried out in the geospatial analysis process 
in phase two of the model. 

• During the development of the research, the author considers that the more 
comprehensive the area of selection, the more precision will exist at the time 
of selection. That is why it is considered that the evaluation of the water viability 
of watersheds is an important aspect to consider during the multicriteria analysis 
process. The better the watershed is evaluated, the greater the water collection 
that is carried out by the dam to be built. 

• All the points about the rivers are considered, being the same discriminated from 
the geospatial analysis carried out in phase 2 of the model. 

• The model allows to evaluate any type of dam without discriminating its function 
because it is totally independent of the criteria to be evaluated. 

• The number of criteria, sub-criteria, and alternatives to evaluate the higher the 
better. This is possible from the use of the hybrid method proposed for the 
AHP-TOPSIS multicriteria analysis with its modifications. A more extensive 
description of this method can be studied in the research paper [12]. 

Based on the limitations detected during the research, a comparison of the research 
works analyzed in terms of the above characteristics is made with respect to the 
M-SALD model proposed in this research work (Table 2.1).

Despite the above, the limitations of the model and future research include the 
possibility of incorporating the multicriteria analysis on the potential points on the 
rivers that are obtained by the geospatial analysis method to increase the accuracy 
in the selection of the location. For a better understanding and deepening of the 
operation of the proposed model, the doctoral study “Multicriteria and geospatial 
model for the problem of selecting areas for the location of dams” can be used in 
[13]. 

2.3 Methodology and Methods 

Studies related to the identification of priority areas include the geographic space, 
the objective and the social aspects as common terms in the definition of this concept 
[14–16]. For the purposes of this proposed model, the priority areas for the conser-
vation of natural resources are spatial representations of the territory, where specific 
and optimal environmental, biophysical, socioeconomic, cultural and/or political
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Table 2.1 Comparison between the analyzed studies and the proposed model using as indicators 
the limitations found during the study 

Research 
works 

Analysis of 
watersheds 

Number of 
variables to be 
evaluated 
(C—Criteria, 
SC—Sub-criteria, 
Alt—Alternatives) 

Combined 
use of 
techniques, 
methods 
and GIS 

Use of the 
environmental 
factor 

Dams 
with 
different 
function 

Analysis 
of rivers 
in more 
than one 
basin 

Othman 
et al. [2] 

No 7—C, 21—Alt No No No No 

Rane 
et al. [3] 

No 3—C, 12—SC Yes Yes No No 

Alrawi 
et al. [4] 

No 9–C Yes No No No 

Zytoon 
et al. [5] 

Yes 3–C, 4—Alt No No No No 

Dortaj 
et al. [6] 

No 4—C, 10—Alt No Yes No No 

Alkhuzai 
et al. [7] 

No 4—SC No No Yes No 

Bihon 
et al. [8] 

No 9—C Yes No No No 

Atiq et al. 
[9] 

No 2—C No No No No 

Ajibade 
et al. [10] 

No 2—C, 6—SC No Yes No No 

M-SALD Yes AHP-TOPSIS 
4-C, 25-SC, 29-Alt 
Geospatial 
analysis 
12,591 sites 
analyzed 

Yes Yes Yes Yes

attributes converge for a given objective; and whose permanence is in imminent 
risk due to natural or human causes or both. Priority areas differ from eligible and 
potential or optimal areas. Those that are classified as suitable correspond to the 
spaces of the territory that meet the natural characteristics necessary for the provi-
sion or development of a certain service; for example, water or ecotourism [17]; or 
an activity: establishment of commercial forest plantations [18]. If, in addition, it 
is desired to integrate other types of information, such as socioeconomic aspects, 
that help or limit the suitability of these spaces, then the potential areas are identified 
using spatial statistical models and optimization methods. Finally, priority areas arise 
when those identified as potential turn out to be at risk or be vulnerable to changes 
that diminish their capacity to provide the service or activity considered. That is, the 
priority areas are more specific and are circumscribed in the potential areas, which, 
in turn, are within the suitable areas.
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Fig. 2.1 General scheme of the updated M-SALD model. (Update of the schema published by the 
author in [19]) 

The techniques of identifying priority areas for conservation have different 
approaches, from the merely intuitive or qualitative to the quantitative analytical. 
The model M-SALD, is a novel support tool for geo-driven decision making in the 
selection of hydraulic structures location. Its main foundation is decision-making in 
the selection of the best territories in a region to carry out possible dam construc-
tion projects. It is structured in three phases as shown in scheme (Fig. 2.1): Defini-
tion of the Decision-Making Framework, Analysis and Evaluation, and Selection of 
solutions. 

Phase 1: Definition of the Decision-Making Framework 
The first step in carrying out a dam construction project is to define the main objective 
for which you want to build, that is, what type of dam is the evaluation of the land 
aimed at and what is the goal you want to achieve with this dam. This enables a 
correct evaluation by experts towards the criteria and parameters that are subsequently 
analyzed in Phase 2 of the M-SALD model. 

Next, it is necessary to define who or who will be the experts who will evaluate the 
criteria and parameters established for the final evaluation of the alternatives. In the 
case in which the evaluation is carried out by a single expert, it will be necessary for 
they to weigh each of the criteria and parameters that he wishes to consider according 
to their opinion or according to a collegiate opinion with other experts. In the case 
in which it is decided to carry out the evaluation by a group of experts, it is proposed 
that it be carried out by using the geometric mean to obtain a common weighting 
value for each of the criteria and parameters to be used. 

When the analysis of a region is carried out with the objective of selecting which 
are the best areas for the construction or location of dams, it is necessary to collect as 
much information as possible so that the model can carry out the analysis as close to
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Soil hydrology 
layer 

Layer of the hy-
drological basins 

Layer of the 
contour lines 

Layer of the 
cities 

Layer of reser-
voirs and dams 

Layers of the protection areas of 
interest 

Fig. 2.2 Layers to be used by the M-SALD model 

reality as possible. Said information should be composed of the vector layers (.shp) 
which will be used in the geographic information system (GIS) that is determined 
to be implemented and the necessary hydrological information regarding the area to 
be analyzed. 

There are several ways to extract these vector layers: 

• Making use of raster files such as the Digital Elevation Models (DEM) extracted 
from any of the existing online databases such as the geographic file down-
load centers of each country, NASA, Geological Prospection USA, ASTER 
(Advanced Spaceborne Thermal Emission and Reflection Radiometer), Vertex 
(Alaska Satellite Facility Data Portal), among others. 

• Creating the layers manually, which is the most common form that occurs in 
countries that do not have internet access or that due to their geographical location 
do not have access to these online spaces. 

It is necessary to point out that to achieve a correct functioning of the model, the 
experts must provide the following layers (Fig. 2.2): 

1. Hydrology layer of the terrain (rivers, streams). 
2. Basin layer (the more delimited the basins are in the region, the better the analysis 

and the more specific the results obtained). 
3. Contour lines layer. 
4. Layers of the areas of protection interest (Industries, streets, cities and / or towns, 

forests, dams). 

The collection of hydrological parameters through the model proposal is carried 
out in three different ways: 

1. Parameters provided directly by specialists: These parameters are data that are 
constant already evaluated and analyzed by the expert group and that are equal 
for all alternatives (i.e. each of the areas to be evaluated), say, for example: 
return period (years), duration of precipitation, the annual evapotranspiration 
coefficient, the average runoff. Note that, in this case, these parameters will not 
belong to the group of parameters that will be evaluated for analysis in the search
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for the best alternatives. This is because, as mentioned above, these data are equal 
for all areas and therefore lose their comparative value, and their value will only 
be used to obtain parameters if they have evaluative value in the comparison of 
areas. 

2. Internal parameters in vector layers: Each of the vector layers internally contains 
attributes that characterize the geometric systems that are contained in them, 
such as: the geometry of the object, the identifier of each object. But also, there 
are parameters that are previously calculated for each of the alternatives using 
the GIS tool and that are included as part of the attributes of these vector layers. 
Examples of this are: the area of the basin, the perimeter of the basin, the length 
of the basin, the length of the rivers. 

3. Internal calculation of other parameters: There are parameters in which its exis-
tence depends on the analysis of other parameters such as: the intensity of the 
rain, the compactness index, the shape index. Each of them is obtained through 
the formulas established in the bibliography [20–22]. These calculations are 
proposed to be performed in Phase 2 of the model. 

Phase 2: Analysis and Evaluation 
Phase 2 of the M-SALD combines two processes that run in parallel: (1) the multi-
criteria analysis process using the AHP-TOPSIS hybrid method and (2) the distance 
analysis process between spatial objects. 

Hybrid Method AHP-TOPSIS: According to Jozaghi et al. [23], two of the most 
widely used multicriteria analysis techniques in solving SALD problems are the 
Analytical Hierarchy Process (AHP) and the Technique in Order of Preference by 
Similarity to the Ideal Solution (TOPSIS). As well as in the present research work, 
Jozaghi et al. [23] advocates the integration of multicriteria analysis methods and data 
analysis tools, such as GIS, due to their continuous use for the resolution of this type 
of problems by previous researchers [24–26]. As expressed in [27] and [28–30], GIS 
is a powerful tool in working with SALD problems; however, its capacity is limited 
because it requires using several tools to obtain a single result. This causes a delay 
in the decision-making process and a decrease in the usability of the tool since the 
specialist must have extensive knowledge in working with the tool. In the application 
of the AHP method [31–33] to the selection of areas for the location of dams, a process 
is followed that involves the identification of the key criteria, the construction of a 
hierarchy that reflects the relationship between these criteria and the alternatives, 
the assignment of weights to the criteria based on their relative importance, and the 
comparison of the alternatives in relation to each criterion. Through the comparison 
and weighting of the criteria and alternatives, the AHP method allows to obtain a 
structured and systematic evaluation that facilitates informed decision-making and 
the selection of the optimal location for dam construction. The TOPSIS method [34, 
35] is a multicriteria decision analysis technique that is based on comparing the 
available alternatives with respect to a set of predefined criteria. In the context of 
the selection of areas for the location of dams, the TOPSIS method [36–38] is used  
to evaluate and classify the different potential locations based on multiple criteria,
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such as geology, hydrology, topography, environmental impact, accessibility. The 
TOPSIS method is based on the idea that the best alternative is the one closest to the 
ideal solution and farthest from the worst solution. To do this, the distance of each 
alternative to the ideal solution and to the worst solution in a multidimensional space 
defined by the evaluation criteria is calculated. Then, a relative proximity index is 
determined for each alternative, which allows to establish an order of preference. 

Through the analysis carried out in [23] and [39], it is considered that the use of 
hybrid methods is more interesting and efficient where the advantages that each of 
these methods can provide are combined. In this way, the use of a hybrid system 
between the AHP and TOPSIS multicriteria analysis methods is proposed. AHP 
allows to obtain the weight of the criteria and sub-criteria selected by the experts, 
as well as the generation of the matrices of comparisons by pairs of criteria, sub-
criteria, and of the alternatives corresponding to each of the sub-criteria. In order 
to reduce human error in the construction of the pairwise comparison matrix and to 
increase the consistency of said matrices, a value comparison scale described by the 
author in [12] was created, constructed from the scales proposed by Saaty in [40]. 
This scale allows to automate the construction of the comparison matrices by pairs 
eliminating the subjectivity of the experts during the realization of said process and 
to increase the list of criteria, sub-criteria, and alternatives to be used during the 
analysis of the areas. For the comparison of priorities between the alternatives with 
respect to each sub-criteria as one of the fundamental contributions of the proposed 
hybrid method, an evaluation strategy was created to obtain a final weighting of each 
of the alternatives with respect to each of the sub-criteria. This strategy is based 
on the comparison of the values of each of the sub-criteria that directly influence 
each of the alternatives individually. The description of the “Strategy of evaluation 
of the alternatives with respect to the values of the sub-criteria” was published by 
the author in [12]. 

On the other hand, the TOPSIS method, making use of the decision matrix of the 
alternatives obtained by AHP, first converts the dimensions of the different criteria 
into non-dimensional criteria to subsequently administer the decision-making rules, 
determine the positive ideal solution and the negative ideal solution, and calculate 
the separation distance of each competitive alternative to each positive and negative 
ideal solution. 

The most complete description of the application of the AHP-TOPSIS hybrid 
system to the proposed M-SALD can be consulted in the publications [19] and [27] 
of the present author. 

Geospatial Analysis Method: The study carried out so far of the hydrographic 
basins makes it possible to predict which are the areas with the greatest water viability 
in a region, however, it is not sufficient for determining the potential points in which 
it is possible to locate dams. For this reason, it was decided to integrate a geospatial 
analysis of the terrain into the multi-criteria analysis, whose fundamental premise is 
the environmental care of the ecosystem and the areas of interest around the location 
point.
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Fig. 2.3 Vertices extracted in line and polygon by the native:extractvertex algorithm 

Fig. 2.4 Distance analysis 
between spatial objects 

The proposed method of geospatial analysis is based on the studies carried out by 
Rodríguez-Vázquez and Mokrova in [41–43]. This method is based on two funda-
mental steps: river extraction of vertices (Fig. 2.3) and distance analysis between 
geospatial objects (Fig. 2.4). 

• Extraction of vertices: The drainage network of a basin is an independent line 
for each section, characterized by a set of vertices (Fig. 2.3) to which a unique 
identifier is assigned. Through these vertices it is possible to perform the distance 
analysis to nearby polygons, as well as to evaluate possible environmental situa-
tions to occur in the analysis area. In the research [41], computational geometry 
techniques are used for the detection and automated extraction of fluvial vertices 
corresponding to the rivers of the analysis area. At the conclusion of this analysis, 
it was defined that the use of the native:extractvertice algorithm was the most 
suitable to be used by the M-SALD. 

• Vertex/Polygon Distance Analysis: For terrain analysis it is necessary to use vector 
or raster layers. In each of these layers there are areas that should not be included 
in the analysis required for the context of this research. It is necessary to consider 
that there are areas that are of maximum priority according to current legislation
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[44] for the process in question. In all cases it is necessary to consider possible 
legal restrictions to delimit the areas that are suitable for the location of dams. 

To achieve this step, the modified NNjoin algorithm proposed by Rodríguez-
Vázquez and Mokrova in [42] and [43] is used for the distance treatment between 
objects located geospatially in different vector layers. The modification to the NNjoin 
algorithm was necessary because it only allows the calculation of distance between 
objects (Fig. 2.4) but does not eliminate the vertices that are within the distance 
range previously established by the expert to avoid possible damage in the areas 
surrounding the future dam. This is a necessary aspect for the fulfillment of the final 
purpose of the new M-SALD model. Said analysis is performed between the vertex 
layer obtained by the Extraction of vertices step and the protected area layers provided 
by the experts. Protected areas must be in relation to the laws of environmental, social, 
and economic care and protection. 

Phase 3: Selection of Solutions 
The overlapping of layers is one of the most important and necessary tools found in a 
GIS when it comes to decision making procedures/process. This is because it allows 
combining different sets of geospatial data to analyze the relationship and interaction 
between them. In addition, it facilitates the visualization and comparison of multiple 
aspects of the geographical environment on the same map, which facilitates the 
identification of patterns, trends, and spatial relationships. It allows to evaluate the 
spatial distribution of phenomena and their relationship with environmental and/or 
socioeconomic variables. 

This tool allows M-SALD to show its output as a thematic map in which it is 
possible to evaluate not only the hierarchical order of the watersheds regarding their 
water viability, but also, visually, it is possible to “hierarchically” order the potential 
points on the rivers according to the hierarchical order corresponding to the basin 
to which they belong (Fig. 2.5). In addition, it is possible to perform proximity and 
connectivity analysis in case of looking for areas close to a site of interest (industries, 
crops, livestock) to place the dam so that it is not only nearby, but that it is located 
in a highly hydrologically viable area. 

Multicriteria Analysis  Geospatial Analysis  Proposal M-SALD 

Fig. 2.5 Ranking of watershed alternatives and potential points on rivers
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This allows to trace the spatial relationships that exist between the river basins 
and the potential points on the rivers, providing the specialist with a more precise 
analysis of the best places in which it is possible to locate the dam. 

2.4 Results and Discussion 

Case Study: The municipality of Manicaragua is located in the province of Villa 
Clara, in Cuba. It has various hydrological characteristics due to its mountainous 
topography and the presence of the Sierra del Escambray in the region. It has a 
network of rivers and streams that run through its territory, providing water sources 
for the population and agriculture. These watercourses can vary in flow rate and are 
important for the water supply of the area. It has reservoirs and dams that regulate the 
flow of water, allowing water to be stored for human, agricultural and industrial use, 
as well as for the generation of hydroelectric energy. Despite this, the collection of 
water by dams and reservoirs is insufficient because this municipality is responsible 
not only for supplying most of the province but also neighboring towns outside the 
province. 

To improve sustainable water management and the development of the local 
community, it is necessary to find and select areas in which it is possible to build 
dams. This will increase the rainwater collection capacity of the municipality and 
bring dams closer to communal areas, crop areas or industrial areas. This approach 
constitutes an aid in terms of reducing the economic cost of transporting water from 
dams, as well as an increase in the supply of water resources to these areas. 

Phase 1: Definition of the Decision-Making Framework 
Main objective of the project: Select areas in which it is possible to build dams to 
increase the rainwater collection capacity of the municipality and bring dams closer 
to communal areas, crop areas or industrial areas. 

Selection of the panel of experts: The group of experts is made up of four 
specialists, three from the National Institute of Hydraulic Resources (INRH) and 
one from the institute of hydraulic engineering of the Moscow State University of 
Civil Engineering. 

Information collected: The main vector layers (.shp) for work in the GIS, created 
from the raster file (Fig. 2.6) extracted from the SRTM File Download Center “Earth 
Explorer” with spatial resolution of 28.7 m. Data from parameters that remain 
constant in the area were collected.

Expert criteria: The criteria and sub-criteria selected by the experts to evaluate 
the areas are:

• Hydrology C1: Main stream length p11, Mainstream slope p12, Time of concen-
tration p13, Maximum flow estimate p14, Runoff coefficient p15, Rainfall intensity 
p16, Real evapotranspiration p17, Average annual rainfall of the basin p18, Sinu-
osity of water currents p19, Average annual rainfall volume of the basin p110,
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Fig. 2.6 Raster file from the municipality of Manicaragua, Cuba, extracted from the SRTM File 
Download Center “Earth Explorer”

Constant stability of the river p111, Order of rivers p112, Torrential coefficient 
p113, Calculation of runoff coefficient p114.

• Topography C2: Basin area p21, Compactness index p22, Form Factor p23, Middle 
slope of the basin p24, Drainage density p25, Average elevation of the basin p26, 
Watershed width p27, Elongation index p28. 

• Geology C3: Coefficient of massiveness of the basin p31, Orographic coefficient 
p32. 

• Socio-Economic C4: Delimitation of areas suitable for location p41. 

The model is completely independent of the parameters, this means that before 
using the M-SALD it is necessary for the expert group to select which parameters 
should be considered during the evaluation. It is valid to emphasize that the more 
parameters are used in the analysis, the more accurate the proposed selection of the 
areas by the model will be. 

One of the limitations currently present in the geological analysis of soils is the 
absence of databases containing all the information regarding the geotechnical and 
geomechanical characteristics and properties of the soil foundation. For example, the 
properties of the soil and the existing rocks in each of the areas of analysis. That is 
why during the application of the M-SALD to the Manicaragua area in the province of 
Villa Clara, Cuba, the authors of this article resorted to the estimation of parameters 
that are easier to measure on site as is the case of the orographic coefficient and the 
massiveness coefficient. This does not mean that if at some point this type of data 
were to be available, it could not be included in the analysis (Fig. 2.7).

Phase 2: Components 

K1: Definition of Evaluation Criteria and Parameters 

Step 1.1: Definition of the objective, the fundamental criteria, parameters, alternatives 
(watersheds) and hierarchical structure.
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Fig. 2.7 Hierarchical scheme. Model for decision making. Objective, criteria, sub-criteria and 
alternatives

K2: Data Collection for Evaluation 

From a DEM with spatial resolution of 28.7 m corresponding to the municipality 
of Manicaragua, data from 29 basins were extracted for subsequent evaluation. The 
model determined that 5 of them (Basin 1, Basin 8, Basin 9, Basin 24, Basin 28) will 
not be part of the group of alternatives that will finally be evaluated. This is because 
basins 1, 24 and 28 turned out to be false positives and, in the case of basins 8 and 
9, it was detected that their area does not have fluvial tributaries according to the 
analysis of the fluvial layer provided by the experts. 

The parameters that experts consider remaining constant for the region are: 

• Run-off coefficient = 0.29; 
• Annual potential evapotranspiration coefficient = 0.71; 
• Average annual rainfall of the basin = 1375 mm; 
• Average runoff = 400 mm; 

K3: Evaluation of the Criteria, Parameters, and Alternatives 

Step 3.1: Establishing the priority of criteria and parameters 

Step 3.2: Establishment of local and global priorities for criteria and parameters 

For the paired comparison of the criteria and to obtain the hierarchy between the 
areas to be evaluated, the hybrid method of multicriteria analysis AHP-TOPSIS is 
used. Therefore, paired matrices are created between the criteria for obtaining the 
priority vector

(−→w )
or weights (Table 2.2). The AHP method proposes to evaluate the 

consistency of the paired comparison matrix (CR) obtained to know if the evaluations 
were correctly performed (Fig. 2.8).

As RC < 0.10; it is concluded that the paired comparison matrix has an allowable 
inconsistency (Table 2.3).

As RC < 0.10; it is concluded that the paired comparison matrix has an allowable 
inconsistency.
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Table 2.2 Standardized matrix of the criteria and their consistency evaluation 

Criteria C1 C2 C3 C4 

−→w 0.52 0.20 0.20 0.08 

CR 0.012 

Fig. 2.8 Expert assessment of each criterion and parameter

Table 2.3 Weights obtained through the normalization of the sub-criteria with respect to the 
criterion to which they correspond C1 and its corresponding CR 

С1 p11 p12 p13 p14 p15 p16 p17 −→w 0.05 0.13 0.05 0.13 0.05 0.13 0.02 

p18 p19 p110 p111 p112 p113 p114 −→w 0.13 0.05 0.05 0.02 0.02 0.02 0.13 

CR 0.007

Step 3.3: Establishment of local and global priorities of the alternatives 

To establish local priorities for each of the sub-criteria (Table 2.4), the procedure is 
the same as the previous steps. In the case of alternatives, the paired matrix that is 
created is made from the comparison of the values obtained for each of the parameters 
corresponding to each of the alternatives (areas of analysis). 

After obtaining the corresponding weight vectors for each alternative with respect 
to each of the sub-criteria, we proceed to establish the global priorities of the 
alternatives with respect to each of the evaluated criteria {C1, C2, C3, C4} (Table 2.5).

Table 2.4 Weights obtained through the normalization of alternatives with respect to the sub-
criteria p11 

p11 A2 A3 A4 A5 A6 A7 A10 A11 A12 A13 A14 A15 −→w 0.01 0.04 0.04 0.01 0.04 0.04 0.02 0.04 0.01 0.02 0.08 0.01 

A16 A17 A18 A19 A20 A21 A22 A23 A25 A26 A27 A29 −→w 0.08 0.02 0.02 0.08 0.04 0.08 0.04 0.15 0.02 0.04 0.01 0.08 

CR 0.02 
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Table 2.5 Priority vector of each alternative with respect to C1 

C1 A2 A3 A4 A5 A6 A7 A10 A11 A12 A13 A14 A15 −→w 0.03 0.03 0.04 0.04 005 0.05 0.04 0.04 0.04 0.03 0.08 0.04 

A16 A17 A18 A19 A20 A21 A22 A23 A25 A26 A27 A29 −→w 0.03 0.03 0.03 0.05 0.03 0.04 0.05 0.04 0.03 0.03 0.04 0.03 

Step 3.4: Establishment of the decision matrix of the alternatives 

Once the priority vector matrices have been created for each alternative with respect to 
the parameters, the next step is to create the priority vector matrix for each alternative 
with respect to the criteria: 

K4: Definition of Decision Rules 

Step 4.1: Establishment of the standardized decision matrix 

The normalized matrix (Table 2.8) is calculated using vectors obtained in Tables 2.6 
and 2.7. 

Step 4.2: Establishment of the weighted normalized decision matrix 

Step 4.3: Definition of ideal positive and negative solutions.

Table 2.6 Priority vector matrix of each alternative with respect to the criteria 

C1 C2 C3 C4 C1 C2 C3 C4 

A2 0.03 0.04 0.06 0.04 A13 0.03 0.02 0.02 0.04 

A3 0.03 0.03 0.02 0.04 A14 0.08 0.04 0.02 0.04 

A4 0.04 0.04 0.02 0.04 A15 0.04 0.07 0.2 0.04 

A5 0.04 0.03 0.02 0.04 A16 0.03 0.05 0.02 0.04 

A6 0.05 0.04 0.02 0.04 A17 0.03 0.04 0.02 0.04 

A7 0.05 0.03 0.02 0.04 A18 0.03 0.02 0.02 0.04 

A10 0.04 0.04 0.02 0.04 A19 0.05 0.04 0.02 0.04 

A11 0.04 0.03 0.02 0.04 A20 0.03 0.03 0.02 0.04 

A12 0.04 0.05 0.11 0.04 A21 0.04 0.04 0.02 0.04 

A22 0.05 0.07 0.04 0.04 A26 0.03 0.05 0.02 0.04 

A23 0.04 0.04 0.02 0.04 A27 0.04 0.06 0.08 0.04 

A25 0.03 0.02 0.02 0.04 A29 0.03 0.07 0.14 0.04 

Table 2.7 Matrix of criteria priority vector with respect to the target 

C1 C2 C3 C4 

−→w 0.52 0.20 0.20 0.08
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Table 2.8 Weights of the normalized matrix 

C1 C2 C3 C4 C1 C2 C3 C4 

A2 0.15 0.18 0.19 0.20 A16 0.15 0.23 0.06 0.20 

A3 0.15 0.14 0.06 0.20 A17 0.15 0.18 0.06 0.20 

A4 0.20 0.18 0.06 0.20 A18 0.15 0.09 0.06 0.20 

A5 0.20 0.14 0.06 0.20 A19 0.25 0.18 0.06 0.20 

A6 0.25 0.18 0.06 0.20 A20 0.15 0.14 0.06 0.20 

A7 0.25 0.14 0.06 0.20 A21 0.20 0.18 0.06 0.20 

A10 0.20 0.18 0.06 0.20 A22 0.25 0.32 0.13 0.20 

A11 0.20 0.14 0.06 0.0 A23 0.20 0.18 0.06 0.20 

A12 0.20 0.23 0.36 0.20 A25 0.15 0.09 0.06 0.20 

A13 0.15 0.09 0.06 0.20 A26 0.15 0.23 0.06 0.20 

A14 0.40 0.18 0.06 0.20 A27 0.20 0.28 0.26 0.20 

A15 0.20 0.32 0.66 0.20 A29 0.15 0.32 0.46 0.20

The positive ideal set A
+ 
of values and the negative ideal set A

− 
of values are defined 

(Tables 2.9 and 2.10). 

Table 2.9 Weights of normalized matrix 

C1 C2 C3 C4 C1 C2 C3 C4 

A2 0.07 0.03 0.03 0.01 A16 0.07 0.04 0.01 0.01 

A3 0.07 0.02 0.01 0.01 A17 0.07 0.03 0.01 0.01 

A4 0.10 0.03 0.01 0.01 A18 0.07 0.01 0.01 0.01 

A5 0.10 0.02 0.01 0.01 A19 0.13 0.03 0.01 0.01 

A6 0.13 0.03 0.01 0.01 A20 0.07 0.02 0.01 0.01 

A7 0.13 0.02 0.01 0.01 A21 0.10 0.03 0.01 0.01 

A10 0.10 0.03 0.01 0.01 A22 0.13 0.06 0.02 0.01 

A11 0.10 0.02 0.01 0.01 A23 0.10 0.03 0.01 0.01 

A12 0.10 0.04 0.07 0.01 A25 0.07 0.01 0.01 0.01 

A13 0.07 0.01 0.01 0.01 A26 0.07 0.04 0.01 0.01 

A14 0.20 0.03 0.01 0.01 A27 0.10 0.05 0.05 0.01 

A15 0.10 0.06 0.13 0.01 A29 0.07 0.06 0.09 0.01 

Table 2.10 Positive ideal solution (PIS) and negative ideal solution (NIS) 

C1 C2 C3 C4 

A
+

0.20 0.06 0.13 0.01 

A
−

0.07 0.01 0.01 0.01
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Fig. 2.9 Best ideal value and worst ideal value for each alternative 

Step 4.4: Determination of distances between an alternative and an ideal positive/ 
negative solution 

Step 4.5: Evaluation of the proximity of the alternative to the ideal solution Ri 

The best alternatives are ordered according to their Ri in descending order (Figs. 2.9, 
2.10, 2.11 and 2.12).

K5: Geospatial Analysis. 

Phase 3: Selection of Solutions 
According to the model, and to the criteria and parameters used, basin № 15 is the 
best area to analyze the location of dams, while basin № 25, is, in turn, the worst 
classified for its use. In addition, of the 12,591 sites detected and evaluated as vertices 
on the river, the M-SALD reduced the areas suitable for the construction of dams by 
22% (Fig. 2.13)

The results of the multicriteria analysis of M-SALD were compared with other 
analysis methods used in the literature in solving SALD problems. The indicators 
used in the comparison are the distribution of criteria, parameters and alternatives 
used during the construction of the paired comparison matrices (Table 2.11) and the 
three highest percentages obtained during the evaluation process of inconsistencies 
in each of the studied investigations ([14, 30, 45–48]) (Fig. 2.14). The result obtained 
from the comparison corroborates what is stated in this research work regarding that 
the increase in the number of variables in use does not influence the result and allows 
to reduce the inconsistencies obtained by maintaining the CR value below 0.02.

Spearman’s correlation [49] is used in the context of multicriteria analysis because 
it allows to evaluate the relationship between different criteria or variables in a non-
linear way and without assuming a normal distribution of the data. This statistical
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Fig. 2.10 Representation of the relative proximity Ri to the ideal solution 

Fig. 2.11 Descending hierarchical order of the evaluated watersheds

correlation is used in the present research because it is useful for identifying the pres-
ence of monotonic relationships between the results of multicriteria analysis methods 
compared (M-SALD_AHP-TOPSIS, AHP_Saaty and TOPSIS using two normaliza-
tion methods (Vector Normalization and Linear Normalization) [50–52]) and applied 
to the same case study. This result can be crucial for understanding how they relate to 
each other and how they affect decision-making. In addition, Spearman’s correlation 
helps to determine if there is consistency in the results obtained by each method,
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(a)  (b)  (c) 

Fig. 2.12 Conversion process from a Line type object to a Vertex type object. a Example of a river 
represented in a vector layer by the Line type object. b A vector layer of a Line type object converted 
to a Vertex type object. c Analysis of the distance between the vertices of the rivers of the vector 
layer and the objects of the remaining vector layers (Cities, Dams)

Fig. 2.13 Non-dammed 
natural reservoir detected by 
M-SALD among the 
potential analysis points as a 
possible area for the location 
of dams

Table 2.11 Distribution by number of variables used by some authors of Fig. 2.14 

M-SALD Zardari 
et al. [45] 

Ahmad 
et al. [14] 

Chezgi 
et al. [46] 

Dai 
[29] 

Hagos 
et al. [47] 

Ghazali 
et al. [48] 

Criteria 4 18 7 4 4 6 4 

Parameters 25 12 17 

Alternatives 24 3 31 3 6 5
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Fig. 2.14 Comparison between the inconsistencies obtained by different authors and M-SALD

identifying possible patterns of association between the evaluated criteria. This may 
be especially relevant to validate the robustness and reliability of the M-SALD model 
in the analysis. 

The results (Fig. 2.15) show that there is a very high relationship between all the 
methods compared. It is valid to point out that M-SALD shows a higher correlation 
in both evaluations with respect to the original AHP_Saaty compared to the rest of 
the methods used. Its use contributes to a more informed and substantiated decision-
making during the application of the model to a real case study.

2.5 Conclusions 

The approach of artificial intelligence techniques such as expert systems oriented to 
solve SALD problems promotes the integration of specialized knowledge and tech-
nical criteria in a systematic and efficient way. The new M-SALD model developed 
allows to eliminate some of the shortcomings found so far in the literature. It uses 
specific rules and algorithms to evaluate data and generate recommendations based 
on logical and structured analysis. This helps to optimize decision-making, reduces 
subjectivity and minimizes the risk of errors during the selection process. M-SALD 
allows the processing of large amounts of data quickly, guaranteeing an exhaustive 
analysis in a short time and facilitating the identification of optimal locations for the 
construction of dams. It integrates the processes of multicriteria analysis and geospa-
tial analysis, allowing to consider multiple factors simultaneously, considering the 
spatial location of the data and the interaction between them. In addition, the real 
value of the parameters that directly influence the areas and that are used during the 
evaluation and weighting of the alternatives is extracted from the raster and vector 
layers of the area in question. This facilitates the identification of optimal areas for the 
construction of dams, maximizing their efficiency and minimizing possible environ-
mental impacts which is the most important factor for the model during the analysis 
process. Having the environmental factor as the fundamental axis of the model, a
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sustainable and balanced development is guaranteed that benefits both the infrastruc-
ture and the natural environment, minimizing possible alterations to ecosystems and 
promoting responsible management of natural resources. 

M-SALD has some limitations such as: (1) the efficiency in terms of the solutions 
provided by the model depends largely on the quality of the vector and raster layers 
that are used during the analysis, because they are where the real values of each of 
the parameters that are used during the evaluation and weighting of the resulting 
alternatives will be obtained. (2) The model is oriented for the study of large areas, 
that is, areas containing more than 1 watershed or sub-watershed. (3) So far, the 
multicriteria analysis is not included in the model directly on the points obtained 
on the rivers by the geospatial analysis, therefore, the hierarchical order obtained 
from them is directly related to the hierarchical position obtained by the watershed 
to which they belong. All these limitations are part of future studies to be considered 
to improve the work with the proposed new model. 
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Abstract The article aims to evaluate a set of Latin American countries to identify 
the level of risk as an investment option. Financial indicators and macroeconomic 
variables that present two grouping levels are considered to generate a ranking of 
prospective investment countries using the multicriteria hierarchical approach based 
on the ELECTRE III method. This approach allows countries to be sorted by dimen-
sions in a group of indicators applied as decision criteria. The main contribution is 
identifying countries with investment viability in specific evaluation dimensions. As 
a result, an ordering is obtained at a global level, and a subgroup ordering of criteria 
the preferences of investors. 
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3.1 Introduction 

In countries with emerging economies in Latin America, evaluating the degree of 
risk for institutional investment integrates the different economic indicators that 
affect the development of the economies due to a fundamental factor in decision-
making by national and foreign institutional investors. Sovereign bonds issued by 
countries represent a nodal element for risk rating; these are rated by the rating 
agencies Moody’s, Fitch Ratings, and Standard and Poor’s (S&P), a reference used 
by investment decision-makers of national and international brokerages. 

Risk as a specific indicator of emerging countries is a critical decision reference 
for foreign investment [1]. The economic effect of COVID-19 worldwide is unique 
due to the speed and damage to the global economy. In 2021, the reopening and 
operating production activities of a more significant percentage of companies and 
the economic reactivation of the countries will restart. According to the World Bank, 
growth of 2.3% in 2022 and 2.2% in 2023 is expected in regional GDP in Latin 
American countries. 

The decision-making process is complicated for institutional investors, partic-
ularly in today’s interconnected economic environment. Investors must consider 
various criteria to maximize the value of their assets while minimizing the risk. 
However, maximizing the value of assets cannot be the sole objective of investors. 
Other goals that unite the participants in the organization should also be considered. 
Unfortunately, most investment models do not consider the multidimensional nature 
of the problem, making it challenging to make informed investment decisions. In 
this way, investors must adopt more sophisticated methods to include more criteria 
in their decisions. 

Multicriteria decision-making (MCDM) is a useful alternative that offers a range 
of techniques and methods to classify and choose the best investment options based 
on their degree of risk and the investor’s risk profile. MCDM assists decision-makers 
in identifying the most satisfactory solution to their decision-making problem and 
the best solution among alternatives [2]. Investors often consider various economic 
and financial indicators to determine the most attractive countries for investment. 
However, the current scenario is uncertain, with increasing economic, social, and 
environmental factors. Moreover, there are now more conflicting criteria to consider 
when ranking countries for investment. Despite this complexity, it is important to 
consider the preferences of investors when generating such rankings [3]. 

The research is approached from quantitative and qualitative approaches; it 
focuses on the factors that influence decision-making to establish strategies in 
selecting an institutional investment portfolio in the face of the reopening of the 
countries’ economies and its effects on its leading macroeconomic indicators due to 
the COVID-19 crisis. The importance of selecting an institutional investment port-
folio in countries is addressed in various investigations. However, current approaches 
do not consider the investor profile and the existence of contradictory criteria. In this 
sense, it is necessary to use analytical tools in decision-making processes to make 
better decisions.
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This work addresses the problem of selecting prospective investment countries 
in a multicriteria ordering of the problem, adapting to the hierarchical multicriteria 
process to include considerations of economic and financial criteria specific to each 
country. An analysis of the financial and macroeconomic indicators classified into 
various subgroups of criteria and comprehensive ordering is carried out. The findings 
may aid investors in making a more informed decision by considering individual pref-
erences and potential locations for consideration in an investment decision-making 
process. 

Finally, the work is organized as follows: Sect. 3.2 presents the literary review. 
Section 3.3 addresses the methodology of the multicriteria hierarchical process where 
the hierarchical version of the ELECTRE III method is considered. Section 3.4 
analyzes the performance of the countries and the results obtained. Conclusions are 
shown in Sect. 3.5. 

3.2 Theoretical Framework 

The main challenge for those responsible for implementing countries’ economic and 
financial policies is attracting national and foreign investment. Latin American coun-
tries are considered emerging economies due to the high volatility of their financial 
markets and more significant risk in their investments. Aizenman et al. [4] establishes 
the responsibility of carrying out a healthy and sustainable macroeconomic policy 
to achieve balance. For example, the growth of credit to obtain financing through 
the issuance of sovereign bonds has caused a crisis in the payment of its debt, as 
in the particular case of Argentina, due to non-payment having national and global 
macroeconomic implications in its systemic nature [5]. The above has caused the 
implementation of structural reforms due to increased unemployment, inequality, 
and poverty in the regions [6]. Institutional investors consider risk, particularly the 
risk rating on 10-year sovereign bonds, when making investment decisions. This risk 
rating correlates more with the S&P 500 stock market index [7]. However, risk rating 
agencies’ role in foreign investment is prone to social and political instability and 
macroeconomic variables that may increase a country’s risk indicator [8]. Therefore, 
it is important to manage risks and adopt sustainable corporate strategies for invest-
ment [9]. International investors with long-term positions are generally at higher 
risk of significant losses in the Mexican market due to financial crises and currency 
depreciation [10]. 

Investors looking to invest their financial resources in different countries face a 
complex decision-making process, especially in today’s globalized economic envi-
ronment. There are multiple factors to consider, and COVID-19 has made things 
even more complicated due to its rapid spread and impact on the global economy 
[11]. The interests of shareholders cannot be ignored, as it is essential to maximize 
the value of a company [12]. However, most existing investment models do not 
consider the multidimensional nature of the investment decision problem. To make 
the right decisions, investors must adopt more sophisticated methods incorporating



54 M. M. Palma et al.

multiple criteria. Multicriteria decision-making (MCDM) methods are helpful tools 
for solving complex problems with high uncertainty, conflicting objectives, different 
forms of data and information, and multiple interests and perspectives [13]. These 
methods can also account for complex and evolving biophysical and socioeconomic 
systems [14]. Institutional investors seeking to allocate their financial resources for 
investment in different countries must navigate this complicated decision-making 
process. 

In this context, traditional evaluation methods appear to have limitations as they 
only consider expected return and risk parameters, neglecting other relevant informa-
tion. Moreover, most models fail to incorporate the multidimensional nature of invest-
ment decision-making, including the role of investor intuition. Experts’ decision-
making relies on intuition, which plays a significant role in the process, as mentioned 
by [15]. Core intuition, as defined by [16], refers to affectively charged judgments 
that arise through rapid, non-conscious, and holistic associations between different 
elements, including complex experience-based patterns that financial specialists use 
to arrive at decisions. 

Multidimensional methods for analyzing and evaluating institutional investments 
in countries are gaining interest due to their ability to consider all factors involved in 
risk reduction, such as those evaluated during investment in projects [17]. Academics 
highly discuss the stock market, financial variables, and macroeconomic news sensi-
tivity, as investors closely monitor economic data, announcements, political events, 
and regulatory mandates. There are several theoretical justifications for a relationship 
between the monetary and financial policies adopted by those responsible for their 
implementation in countries. The perception of an economic slowdown is enough to 
generate significant changes in stock market prices [18]. 

International and national brokerages propose a series of intelligent system tech-
niques to solve the problem of institutional investment selection in countries. Among 
these, reinforcement learning [19–21], neural networks [22, 23], genetic algorithms 
[24–26], decision trees [27], support vector machines [28–30], and empowerment 
and weighting of experts [31, 32]. Although these researches attempt to interpret the 
state of the market and predict the future trend of the market, they are not beneficial 
for small investors because these techniques require a certain degree of experience. 
Furthermore, these techniques cannot help investors compare businesses on multiple 
ambiguity criteria [33]. 

3.3 Methodology 

One of the essential characteristics of multicriteria analysis is to compare alternatives 
based on a series of criteria. Therefore, multicriteria ranking methods are designed 
to build a recommendation on a set of alternatives according to the preferences of 
the expert or decision maker.
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To generate the ordering of the leading Latin American countries for investment, 
the multicriteria hierarchical process is applied to the economic and financial indi-
cators for each of the main economic sectors of the countries: real sector, external 
sector, financial and monetary sector, and public. The data from the indicators of the 
Economic Commission for Latin America [34] and the Latin American Study Circle 
[35] were considered. 

Figure 3.1 presents the framework of this research; five work stages are defined 
here. Stage 1 describes the investment problem. Here, decision criteria and alterna-
tives are identified. In Stage 2, the primary data, which is the result of the leading 
economic and financial indicators of the main sectors of the economy, is presented. 
The expert’s preferences are elicited to define parameter values. Stage 3 generates 
an outranking model from the expert’s preferences and economic and financial indi-
cators. Stage 4 corresponds to the exploitation of the preferential model. For this 
step, a distillation process is used to order the countries. In Stage 5, the result of the 
organization and analysis of the information by decision-makers to establish invest-
ment policies in the countries is presented. In this sense, the process and method 
consider the investor’s profile and the level of risk that he is willing to accept. Next, 
the multicriteria hierarchical strategy and the ELECTRE III multicriteria method are 
described to establish the ordering of the countries in Latin America.

3.3.1 Multicriteria Hierarchical Process 

In the MCDA process, the definition of a set of alternatives is developed A = 
{a1, a2, .., am} and a coherent family of criteria G = {g1, g2, .., gm}. Any  MCDA  
method develops a comprehensive preference method as an aggregation procedure. 
The method generates a recommendation by ranking alternatives from best to worst. 
The first stage of the investment selection problem consists of developing a country 
evaluation ranking. For this problem, it is easy to observe the hierarchical structure of 
the decision criteria. Therefore, it is often the case that a practical application imposes 
a hierarchical structure [36]. For this reason, the multicriteria ranking of countries is 
generated with a new method, the multicriteria hierarchical process (MCHP). 

A multicriteria analysis method in the classical approach analyzes the leading 
Latin American countries at the same level, evaluating all criteria simultaneously. 
This way, you can find which countries have the best and worst investment prospects. 
Still, you cannot understand how some subcriteria (subgroups of economic sectors) 
interact to evaluate the economic and financial indicators that impact the selection 
of the countries for investment. In this sense, a different method would be valuable 
to assess countries by a subset of criteria at different levels following the MCHP 
methodology to solve the problem of selecting prospective countries for investment 
in the Latin American stock markets. 

It is often the case that a practical application imposes a hierarchical criteria 
structure [36]. In the problem of investment selection of Latin American countries, 
there are many decision criteria; in fact, evaluating the selection of countries requires
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Fig. 3.1 Research model of the ordering of the leading Latin American countries

various types of information commonly addressed from the economic sectors and 
financial indicators. Considering these characteristics, the MCHP approach allows for 
decomposing the investment selection problem of the ten countries in Latin America 
into subproblems, considering a hierarchy of criteria to facilitate an analysis of the 
countries’ economic policies. 

To address decision-making problems where evaluation criteria are considered at 
the same level, a hierarchical structure is instead used to organize them into a part of 
the problem. The basic idea of MCHP is based on considering preference relation-
ships at each node of the hierarchical criteria tree. These preference relationships 
refer to both the phase of obtaining preference information and the phase of analysis 
of a final recommendation by the decision maker [36]. 

A hierarchical structure of criteria can be viewed as a criteria tree. The tree struc-
ture takes a particular interest on the part of the expert or decision maker and agglom-
erates a subset of criteria into leaves. The sheets decompose the problem into minor 
problems to understand the interaction in elementary criteria. However, the same 
problem can be analyzed into smaller problems, such as a hierarchy. In the tree
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criteria structure, some leaves contain branches with more leaves, making a sub-
issue tree. Corrente et al. [37] integrate the MCHP with the ELECTRE III method. 
To explain the ELECTRE III hierarchy, the notation of [38] is followed. 

G It is a comprehensive set of all criteria at all levels considered in 
the hierarchy. 

G0 is the root of the criteria. 
lG is the set of indices of the criteria in G. 
EG ⊆ lG is the set of indices of the elementary criteria. 
g is the generic criterion (where r is a vector with length equal to 

the level of the criterion). 
g(r,1), . . . ,  g(r,n(r)) are the immediate subcriteria of the criterion gr (located at the 

level below gr). 
E(gr), is the subset of indices of all the elementary criteria descending 

from gr . 
E(F) is the set of indices of an elementary criterion that descend from 

at least one criterion of the subfamily F ⊆ G (that is, E(F) = 
Ugr∈E(gr)). 

Gr is the set of subcriteria gr located at the level l in the hierarchy 
(below gr). 

To better understand the previous notation, Level 1 contains the macro criteria 
in the hierarchical structure, and the elementary criteria that descend from these 
are decomposing the subproblem. The entire set of elementary criteria is included 
in Eg . A different approach to the multicriteria decision support problem can be 
implemented when a hierarchical structure is generated concerning the criteria of 
interest at a particular hierarchy level. 

The problem of selecting investment prospects for countries in Latin America to 
integrate an investment portfolio can be addressed as a hierarchical problem, where 
some macro criteria can combine elementary criteria from a deeper level of the 
hierarchy. Figure 3.2 illustrates a summarized structure (two macro criteria) of the 
complete hierarchical problem of selected Latin American countries. The Real Sector 
macro criterion (g1) integrates five elementary criteria, External Sector (g2) inte-
grates five elementary criteria, Financial and Monetary Sector (g3) that integrates five 
elementary criteria and finally, the Public Sector (g4) that integrate two elementary 
criteria. The evaluation of prospective investment countries in Latin America includes 
17 elementary criteria and is structured in a two-level hierarchy. Four macro criteria 
(non-elementary criteria) are defined at the first level. At Level 2, 17 elementary 
criteria constitute the macro criteria of Level 1.

3.3.2 ELECTRE III Hierarchical Method 

The adapted version of the ELECTRE III hierarchy was first introduced by [37]. 
The ELECTRE method is developed in two steps. The first step is the aggregation
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Fig. 3.2 Simplified MCHP structure for selecting countries for investment

of preferences, and the information is created by building a model in the valued 
improvement relationship. In the second step, the distillation process exploits the 
valued outperformance ratio, generating a partial or complete ranking of alternatives. 
For each elementary criterion gt, ∈ Eg . 

The elementary agreement index for each elementary criterion gt 

φt(a, b) = 

⎧ 
⎪⎨ 

⎪⎩ 

1 if  gt(b) − gt(a) ≤ qt, (aStb) 
pt−[gt (b)−gt (a)] 

pt−qt 
if qt < gt(b) − gt(a) < pt, (bQta) 

0 if  gt(b) − gt(a) ≥ pt, (bPta) 
(3.1) 

The elementary discordant index for each elementary criterion gtgt 

dt(a, b) = 

⎧ 
⎪⎨ 

⎪⎩ 

1, ifgt(b) − gt(a) ≥ vt, 
[gt (b)−gt (a)]−pt 

vt−pt 
ifpt < gt(b) − gt(a) < vt, 

0, if gt(b) − gt(a) ≤ pt . 
(3.2) 

The partial agreement index for each non-elementary criterion gtgt 

Cr(a, b) =
∑

t ∈ E(gr)wtφt(a, b)
∑

t ∈ E(gr)wt 
(3.3) 

Partial credibility index 

σr(a, b) = 

⎧ 
⎨ 

⎩ 
C(a, b)x

∏

gt∈E(gr ) 

1−dt (a,b) 
1−Cr (a,b) 

C(a, b) 
if dt(a, b) > Cr(a, b) (3.4) 

The valued outperformance relationship generated in the previous step corre-
sponds to the decision maker’s preferential model. The distillation method is used



3 Multicriteria Hierarchical Ranking for Investment Selection in Latin … 59

to exploit the preferential model. The distillation occurs descending and ascending; 
therefore, the final preorder is obtained as the intersection of the two distillations. 
[39] describe an overview of the distillation method. 

For the pair A a, b ∈ A in the hierarchical process, the alternatives are ordered in 
a partial or complete preorder for each non-elementary criterion gr as follows: 

aPrb : a is strictly preferred to b in the macro criterion gr if in at least one of the 
orderings, a is placed before b, and if in the other ordering a is at least as good as b. 

aIrb : a is indifferent to b in the macrocriterion gr if the two stocks belong to the 
same position in the two preorders. 

aRrb : a is incomparable to b in the macrocriterion gr if a is ordered better than b 
in the ascending distillation and b is better ranked than a in the descending distillation 
or vice versa. 

Readers can find applications of the MCHP in different fields like competitiveness 
[40], innovation [41], and portfolio (stock evaluation) [42, 43]. 

3.4 Analysis of Prospective Investment Countries 
with the Multicriteria Hierarchical Process 

The analysis is based on the economic and financial indicators corresponding to 
2021. The economic and financial indicators were considered to select the macro 
criteria in the evaluation of the performance of each country [34, 35]. These give 
indications about the economic situation and prospects for its performance, as well 
as the evaluation of the position of a country compared to others (see Table 3.1). 
The data obtained is grouped into four dimensions to evaluate the countries with the 
best economic and financial performance. Each dimension comprises a subgroup of 
different indicators (elementary criteria); there are 17 indicators to assess the leading 
Latin American countries. The economic and financial indicators are used in this 
work with the multicriteria hierarchical approach to analyze the countries with the 
best economic and financial performances for investment concerning the interaction 
of subgroups of criteria at different levels in a hierarchy through the organization 
of Latin American countries. A similar study analyzing a country’s situation for 
investment location is found in [44] using specific financial and macroeconomic 
criteria.

The macro criteria for the problem of selecting prospective investment countries, 
elementary criteria, and their corresponding weights are shown in Table 3.2. It reflects 
the adjacent preference of the expert. It should be stated the values are derived from 
the elicitation process supported by an extended version of the SRF developed by 
Corrente et al. [45] to support the definition of the weight in a hierarchy of criteria. 
Simos–Roy–Figueira (SRF) is the computational tool of Simos’ Revised Procedure. 
We will use the term hierarchical deck of cards method (HDCM) in [41] to refer to 
this extended version addressing the investment analysis problem.
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Table 3.1 Main Latin 
American countries Label Country 

A1 Argentina 

A2 Bolivia 

A3 Brazil 

A4 Chile 

A5 Colombia 

A6 Costa Rica 

A7 Ecuador 

A8 México 

A9 Perú 

A10 Uruguay 

Source Own elaboration with data from ECLAC and CESLA

To the methodology proposed in Sect. 3.1, the MCHP is applied to solve the 
problem of selecting the countries with the most significant economic and financial 
viability for investment. In the first step, the problem is structured in a multicri-
teria hierarchy, decomposing the problem into four macro criteria as investment 
sub-problems of the countries. As shown in the hierarchical structure of Table 3.2, 
the investment prospect countries are structured in a hierarchy for the four macro 
criteria and the 17 elementary criteria. The new hierarchical structure for the country 
selection problem allows the analysis to move closer to the MCHP. This approach 
implemented in this research evaluates each macrocriterion, allowing the interaction 
between immediate descending subcriteria directly related to the macrocriterion to 
be analyzed. It is carried out by generating preferential models and arrangements for 
each macro criterion to understand how one country works compared to another and, 
at the same time, how the problem impacts the investment decision by institutional 
investors. 

The ELECTRE III hierarchical and distillation methods of Sect. 3.2 were applied 
to solve each subproblem gi (macro criterion) and the comprehensive level. Table 3.3 
illustrates the comprehensive ranking g0 which generates nine positions of the 
analyzed countries and assigns the countries of Chile in position one (A4); in position 
two are Peru (A9) and Mexico (A8); in position three Colombia (A5). Uruguay is 
located in the last position of the ranking for investment (A10) in the last position, 
position eight Argentina (A1), and position 7 Bolivia (A2). Figure 3.3 shows the 
levels of investment risk in Latin American countries (g0).

Each macro-criterion is evaluated by a subset of sub-criteria (elementary criteria 
that belong to the last level of the hierarchy). Table 3.4 contains the orderings of each 
macro criterion (g1 . . .  g4). The ordering results from the interaction of elementary 
criteria that evaluate the corresponding macro criteria. For the investment selection 
problem, we analyzed how the interaction of the subset of elementary criteria influ-
ences the macro criteria (Level 2 of the hierarchy) and then the interaction of the
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Table 3.2 Macrocriteria and elementary criteria of the countries 

Index Macrocriterion Subindex Criteria Wt 

g1 Real sector g1,1 Total annual gross 
domestic product (GDP) 
at current prices in dollars 

0.050 

g1,2 Total annual gross 
domestic product (GDP) 
per inhabitant at current 
prices in dollars 

0.050 

g1,3 Monthly activity 
estimator (EMAE) 

0.060 

g1,4 Consumer’s price index 0.030 

g2 External sector g2,1 Total external debt as a 
percentage of gross 
domestic product 

0.050 

g2,2 Balance of payments 0.050 

g2,3 Trade balance balance 
(Millions US$) 

0.060 

g2,4 International reserves 0.080 

g2,5 Exchange rate regarding 
the dollar 

0.060 

g3 Financial and monetary 
sector 

g3,1 Nominal active interest 
rate 

0.045 

g3,2 Monetary policy rate 0.035 

g3,3 Stock Indices 0.090 

g3,4 Interbank interest rate 0.050 

g3,5 Country risk indicator 0.080 

g4 Public sector g4,1 Public debt balance in 
percentages of GDP 

0.075 

g4,2 Public debt balance in 
percentages of GDP 

0.075

Table 3.3 A comprehensive 
ranking of investment 
prospect countries 

Rank g0 

1 A4 

2 A8, A9 

3 A5 

4 A6 

5 A7 

6 A3 

7 A2 

8 A1 

9 A10
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Fig. 3.3 Investment risk map in the countries (g0)

impact of macro criteria for the selection problem of investment prospect countries 
(Level 1).

The relative importance of the macro criteria is g3 = g2 > g1 > g4, with the 
weights 0.300; 0.300; 0.250; 0.150 respectively. The financial and monetary sector 
(g3) shows the first positions for A4 > A5 > A9 > A6. The external sector (g2) shows  
A8 > A9 > A4 > A1 > A6. The real sector (g1) shows  A4 > A7 > A6 > A8; the  
public sector (g4) shows  A9 > A4 > A8 > A2 > A10 = A7 = A5. 

In Tables 3.5, 3.6 and Figs. 3.4, 3.5, the results for each country are based on the 
macro criterion g2 and g3 are presented, which are the most important macro criteria. 
With this information, it is possible to visualize that a different ranking can be made 
based on each criterion. Still, considering the investor’s weight and preference, this 
can change drastically. For example, in Table 3.5, considering C6 the worst country 
is Uruguay, which is consistent with the rank in Table 3.3, but for this specific case, 
the best country is Mexico, with 34.31%, in the case of C7 the best country is Chile 
and the worst is Colombia. The same analysis can be done to C8, C9 and C10. Finally,
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Table 3.4 Individual ranking of investment prospect countries 

Rank g1 g2 g3 g4 
1 A4 A8 A4 A9 

2 A7 A9 A5 A4 

3 A6 A4 A9 A8 

4 A8 A1 A6 A2 

5 A10 A6 A8 A10, A7, A5 

6 A2 A2 A2 A6 

7 A1 A3 A7 A3 

8 A5 A7 A3 A1 

9 A3 A5 A10 – 

10 A9 A10 A1 –

in Fig. 3.4, it is possible to visualize with a lighter tone the best countries regarding 
the macro criterion g2 and with a darker tone, the worst one. 

In the case of Table 3.6, it is possible to visualize that according to C11 the most 
attractive country is Argentina, and the worst country is Bolivia. Something important 
about this specific indicator is that the interest rate is usually related to inflation and 
C15, that Argentina has a higher interest rate and country risk. Continuing with the 
analysis of C15 the best countries are Chile and Uruguay, both with 131. Figure 3.5 
shows the aggregated financial and monetary sector results: the lighter tone, the better 
ones, and the darker tone, the worse ones.

Table 3.5 Economic indicators of the external sector 

Label Country Total external 
debt % of 
gross domestic 
prouct(C6) 

Balance of 
payments 
(C7) 

Balance of 
trades 
(Millions 
US$) 
(C8) 

International 
reserves 
(C9) 

Exchange 
rate respect 
USD 
(C10) 

A1 Argentina 69.67 3,312.75 13.99 41.53 6.15 

A2 Bolivia 38.84 −188.62 1.67 4.76 1.25 

A3 Brazil 44.13 −2,592.34 14.43 367.77 4.06 

A4 Chile 82.62 3369.64 10.77 53.31 10.33 

A5 Colombia 56.92 −9,926.64 −14.72 58.33 11.36 

A6 Costa Rica 51.54 −1349.06 −3.62 6.92 4.72 

A7 Ecuador 57.57 2564.53 2.87 7.57 0.00 

A8 Mexico 34.31 2612.24 −5.91 202.40 0.02 

A9 Peru 44.00 1582.71 13.15 78.32 4.11 

A10 Uruguay 86.59 −315.78 −0.97 16.95 1.11
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Table 3.6 Financial indicators of the financial and monetary sector 

Label Country Nominal active 
interest rate (C11) 

Monetary policy 
rate (C12) 

Stock 
index 
(C13) 

Interbank 
interest rate 
(C14) 

Country risk 
indicator 
(C15) 

A1 Argentina 36.70 39.66 −3.78 26.39 1684.00 

A2 Bolivia 6.40 2.50 0.61 3.52 475.00 

A3 Brazil 33.70 2.72 −3.56 1.90 253.00 

A4 Chile 8.00 0.75 4.01 1.60 131.00 

A5 Colombia 9.90 2.77 10.53 4.49 232.00 

A6 Costa 
Rica 

11.00 1.10 54.36 3.50 534.00 

A7 Ecuador 8.90 8.58 −7.31 0.20 1263.00 

A8 Mexico 30.20 5.25 23.88 4.26 378.00 

A9 Peru 12.90 0.67 6.78 0.25 164.00 

A10 Uruguay 12.60 7.89 −8.73 4.50 131.00 

Fig. 3.4 Investment risk map in countries of the external sector of the economy (g2)
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Fig. 3.5 Investment risk map in countries of the financial and monetary sector (g3)

Table 3.7 shows the debt classification of countries in Latin America (sovereign 
bonds), published by the central rating agencies in the world, where the best option 
to invest in Chile (A4); Likewise, within the global ranking carried out by the raters, 
Chile is in position 59 as the best qualified compared to other countries; Mexico 
is placed 60; Costa Rica 74; and Peru 76; in general, there are similarities. There-
fore, considering that the criteria for evaluation are different, even within the rating 
agencies, as references in decision-making by institutional investors.

These variations are important to consider because it is possible to identify how 
much the ordering can change if different parameters are used with the same infor-
mation. In this sense, the orderings are not absolute, but the preference and many 
other elements related to different quantitative parameters can change. Therefore, it 
is important to use methodologies that can be adapted to the reality of the decision 
maker for the integration of an investment portfolio based on the financial indicators 
and economic performance of the countries and by the profile and preferences of the 
countries.
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Table 3.7 Evaluation by rating agencies in Latin American countries (2021) 

Label Country Moody's SP Fitch 
Global 

opportunity 
index 

Doing 
business 

index 

Argentina Ca5 CCC+5 CCC 5 89 126 

Bolivia B24 ND B4 107 150 

Brazil Ba23 BB-3 BB-3 69 124 

Chile A1 1 A+ 1 A- 1 39 59 

Colombia Baa2 3 BB- 3 BB- 3 67 67 

Costa Rica B24 B4 B4 55 74 

Ecuador Caa35 B-4 B- 4 111 129 

Mexico Baa12 BBB2 BBB-2 54 60 

Peru Baa1 BBB BBB+2 62 76 

Uruguay Baa2- BBB BBB-2 48 101 

Source https://datosmacro.expansion.com/ratings 
Note 1 1 upper secondary degree; 2 medium–low grade; 3 non-speculative investment grade; 4 
highly speculative degree; 5th degree extremely speculative 

—Best 
—Good 
—Average 
—Worst

3.5 Conclusions 

This research analyzes the economic and financial performance of the leading Latin 
American countries in 2021. It evaluates the variables that affect the main economic 
sectors of the countries, with four macro-criteria and 17 elementary criteria. From 
a methodological perspective, the multicriteria hierarchical process was used to 
analyze the economic and financial policies of those responsible for monetary policies 
in each country. Subgroups of elementary criteria are evaluated to understand their 
interaction and the impact of each macro-criterion at the top level of the hierarchy. 
With this, the analysis process was applied, generating a preferential model and an 
ordering for each macro criterion, and a comprehensive ordering for the selection 
problem by institutional investors in the location of prospective investment coun-
tries for the integration of the portfolios after going through a period of economic 
paralysis due to the effects of the COVID-19 pandemic. 

From the perspective of an increasingly interconnected economic environment 
and a growing number of conflicting criteria, in addition to the traditional objectives 
of maximizing value for investors and minimizing business risks, several different 
criteria must be considered in the location of institutional investment. In recent 
decades, Latin America has undergone a significant transformation in trade, labor 
market, tourism, technology, and financial markets, making it more attractive as an 
investment destination. However, the choice of brokerage investment is a complex 
issue, mainly because Latin American countries have experienced hyperinflation and 
political instability over the years, among other multidimensional aspects that must

https://datosmacro.expansion.com/ratings
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be considered when looking at the problem through the lens of decision-maker’s 
preferences. 

The MCHP allows for the evaluation of subcriteria at all levels of the hierarchy 
to analyze the country’s situation. The problem of institutional investment selec-
tion by national and international brokerages shows the opportunities and needs of 
companies and allows for more robust and reliable decision-making. MCHP is used 
to evaluate the formulation of more assertive policies and decisions in Latin Amer-
ican countries. Consequently, it would achieve favorable conditions to encourage 
the investor. In this sense, the ELECTRE III method provides decision support for 
real-world problems with a non-compensatory approach. The results of this anal-
ysis can help an investor to include individual preferences when making a shortlist 
of countries to consider in the investment decision-making problem. The research 
presents several considerations that have not been used in traditional methods and 
uses a hierarchical approach to analyze the performance of countries’ financial and 
economic parameters. 

A limitation of the current work is the arbitrary definition of the categories of risk 
derived from a ranking and not for a formal class definition in a sorting problem, 
where the categories are defined a priori. 

For future lines of research, it is recommended to use a more complex method to 
aggregate the information, such as the weighted average operator (OWA) and some 
of its extensions, such as the induced heavy OWA operator or the prioritized OWA 
operator, as well as applications to different fields such as organizational innovation, 
circular economy, and finance, among others. 
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Chapter 4 
Increasing Performance 
and Competitiveness in HEIs Applying 
an ICT Quality KPI Model Analyzed 
with AHP Method 

David Lerma-Ledezma , Georgina Castillo-Valdez , 
Claudia Gómez-Santillán , and Manuel Paz-Robles 

Abstract This document identifies, classifies, and prioritizes the Information and 
Communication Technologies indicators focused on higher education derived from 
the consultation of one hundred ninety-seven bibliographical references with the aim 
of identifying those that directly impact the quality and educational competitiveness 
of these institutions. A survey was applied to Information and Communication Tech-
nologies managers of Higher Education Institutions to know the importance they 
give to the identified Information and Commincation Techonologies categories and 
the Key Performance Indicators that comprise them. After that, these categories and 
indicators are submitted to a hierarchical process based on standardized values to 
find the correct prioritization of them. It was found that the best evaluated category 
in the present research was the quality in Information and Communication Tech-
nologies; therefore, the Key Performance Indicators that integrate it were sent to the 
Analytic Hierarchy Process model where a minimum value of consistency coeffi-
cient = 0.047308 was found, which provides us with the following prioritization of 
quality indicators in Information and Communication Technologies: services, prod-
ucts, competitiveness, impact, electronic learning, blended learning and Personal 
Learning Environments. This study suggests that the application of the proposed
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model based on Key Performance Indicators and analyzed through Analytic Hier-
archy Process in the technological infrastructure of the Higher Educations Institu-
tions will considerably increase both the competitiveness and the quality in higher 
education. 

Keywords Quality in higher education · KPIs · Indicators prioritization · ICT ·
AHP 

4.1 Introduction 

Many Higher Education Institutions (HEIs) currently face major problems and chal-
lenges, one of them being educational quality. Since these institutions must compete 
with each other for the recruitment of students, who each day arrive at these institu-
tions with greater knowledge and with great expectations regarding the educational 
quality that these institutions will be able to provide. 

That is why it is important to measure, and above all, prioritize these problems 
within HEIs. The Key Performance Indicators (KPIs) are undoubtedly very important 
elements that orient one way or the other in terms of guidelines on where the efforts 
and decisions should be directed by the managers of these institutions. 

Both Information and Communication Technologies (ICT) and ICT indexes 
become strong allies of HEIs to achieve high levels of quality and competitive-
ness in higher education; that is why this research related to these issues should be 
considered by these institutions when establishing their strategic plans. 

It is important to start this research referring to what should be understood as a 
concept of quality in higher education according to different authors. In the same 
way, the concept of key indicators of performance should be understood in a general 
way to be able to focus on those KPIs whose purpose is to measure the quality of 
education in HEIs based on ICT. 

Once these indicators have been selected, the relative importance of each one 
of them must be defined in order to establish a hierarchy through a prioritization 
mechanism within a model for assessing the quality of ICT in HEIs. Finally submit 
them to a decision process that make it possible to affirm that the proposed ordering 
is appropriate at the moment that it is required to implement this model in some 
HEIs. 

Finally, a decision process is done to verify that the prioritization of the KPIs is 
adequate at the time of implementing the proposed model in the HEIs. 

This study is organized as follows: Sect. 4.2 presents the background. Section 4.3 
presents the proposed methodology. Section 4.4 shows the experimentation and 
results. Section 4.5, shows the conclusions.
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4.2 Background 

A general overall about the quality involved in the HEIs is discussed in this chapter. 
Topics related with this as KPIs applied to rank universities are mentioned in this 
chapeter too, which is structured as follows: quality in HEIs, ranking KPI in HEIs 
and the importance of its measuring. 

4.2.1 Quality in Higher Education 

Quality in higher education is a topic that has been considered by universities that 
claim to be leaders in terms of the services they offer [1]. That is why this item should 
be analyzed in its different conceptualizations. This term was coined in the decade 
of the 80’s and is widely determined depending on the governmental measures that 
are applied according to the current government. 

There are several ways to define the concept of quality in higher education 
depending largely on the indicators used in its measurement, such as: Mysticism, 
reputation, resources, results and the added value that each institution wishes to 
highlight according to their visions and institutional missions. 

One of the most successful notions of quality in higher education is the one 
proposed in 1993 by Harvey & Green in which five meanings are contemplated, 
which visualize quality in higher education as: 

1. Exceptional condition (something unique to each university as well as constant 
improvement). 

2. Perfection or consistency (the quality of reducing or eliminating defects). 
3. Adaptation to a purpose (meets expectations). 
4. Delivery of value for money (efficiency in the use of resources used). 
5. Transformation (personal maturation process of an integral nature). 

According to the authors, two research lines arise regarding the notions of the 
concept of quality in Higher Education. The first one focuses on finding empirical 
evidence that supports or refutes the hypothesis of the political content of this term. 
The second line is associated with the knowledge of the factors that condition the 
preferences of teachers for some or other notions of educational quality at higher 
levels. Likewise, they establish a third idea on this concept that emerges as the 
combination of the previous ones and that considers the opinions, attitudes and 
preferences of the teachers. 

The studies of [2] showed that the most important elements for quality in higher 
education are: 

• The consolidation of the academic groups. 
• The institutional organization. 
• The available resources. 
• The interest of the students.
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• The combination of all these elements. 

Other collateral results of this research show that in the opinion of teachers, the 
main functions of the university are the following: 

• The development of science 
• The training of professionals 
• Problem solving. 

It is also important to consider the new perspectives for quality assurance in higher 
education [3] which is closely linked to the following four purposes: 

1. Preparation for sustainable employment. 
2. Preparation for life as citizens in democratic societies. 
3. Personal development. 
4. Development and maintenance, through the teaching, learning and research of a 

broad and advanced knowledge base. 

At this point it is important to consider other views on the concept of quality in 
higher education and the spectrum of activities or functions that this concept can 
include. For example, the Council of Europe highlights the importance of compre-
hensively understanding educational quality, which includes both the quality of 
the system and the institutional quality. It also emphasizes the social dimension 
of quality: an education system cannot be of high quality unless it provides adequate 
opportunities for all students (Tables 4.1, 4.2, 4.3, 4.4, 4.5, 4.6). 

An analysis of the literature suggests that crystallizing the definition of quality 
is difficult for two reasons [4]. These are: (1) quality is a relative concept; and (2) 
quality is used in various contexts. In this case, suggested three different paradigms of 
Quality Assurance, (QA) in education: “Internal”, “Interface” and “Future” quality. 
The “Internal QA” focused on improving the internal environment and processes, 
so the effectiveness of learning and teaching can be ensured to achieve the planned 
goals. The “Interface QA” is ensuring that education services satisfy the needs of 
stakeholders and are accountable to the public. The “Future QA” stresses ensuring 
the relevance of aims, content, practice and outcomes of education to the future of 
new generations. The concept of Quality Enhancement (QE) is similar to the QA

Table 4.1 Final prioritization of categories with standardized values 

Category 1st Zi 2nd Zi 3rd Zi Position 

Quality in ICT 1.70 0.0017 − 0.71 1 

ICT infrastructure 1.51 1.08 0.77 2 

ICT scalability 0.95 0.58 − 1.08 3 

ICT integration 0.62 0.43 − 0.41 4 

ICT management 0.098 − 0.21 − 1.34 5 

Strategic planning − 1.08 − 1.17 − 1.72 6
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Table 4.3 Comparison matrix of the categories of the proposed model 

Category Equally to 
moderately 
preferred 
over 

Moderately 
preferred 
over 

Moderately 
to strongly 
preferred 
over 

Strongly 
to very 
strongly 
preferred 
over 

Very strong 
to extremely 
preferred 
over 

Extremely 
preferred 
over 

Quality in 
ICT 

ICT 
infrastructure 

ICT 
scalability 

ICT 
management 

ICT 
integration 
Strategic 
planning 

ICT 
infrastructure 

ICT 
scalability 
ICT 
integration 

ICT 
management 

Strategic 
planning 

ICT 
scalability 

ICT 
integration 
Strategic 
planning 

ICT 
management 

ICT 
integration 

Strategic 
planning 

ICT 
management 

ICT 
management 

Strategic 
planning 

Strategic 
planning 

None None None None None None

concept and the major differences between them applied to the education sector are 
shown on Table  4.7 (Annexes). 

Finally, quality in higher education can be perceived as the sum of many elements, 
both, internal and external, in universities environments in order to match missions, 
visions and educational policies with the reality they offer to their students. 

4.2.2 Key Performance Indicators (KPIs) 

Every company or organization carries out multiple activities to achieve its objec-
tives. Many of them are done sequentially until the general vision is achieved. Orga-
nizations are obliged to discover why sometimes their objectives are not met, either 
totally or partially. 

Any activity or management that is carried out must be measured or evaluated 
with the objective of establishing whether the intended objectives were met. When 
situations are not favorable, it is necessary to check the activities in a separate or 
isolated way to identify specific ones in which the particular goals established were 
not met.



4 Increasing Performance and Competitiveness in HEIs Applying an ICT … 77

Table 4.4 Final prioritization of quality indicators in ICT 

ID KPI Description 1st Zi 2nd Zi Pos 

QU-02 Services ICT services of the HEI 
are continuously evaluated 
by users in terms of 
quality improvements 

2.135 0.99 1 

QU-03 Products ICT products of the HEI 
are continuously evaluated 
by users in terms of 
quality improvements 

0.907 0.519 2 

QU-04 Competitiveness The variables to be 
measured at this point are 
the institutional mission, 
resources and capabilities, 
design and 
implementation of the 
strategy, analysis of the 
external and competitive 
sector 

0.907 0.519 3 

QU-01 Impact Effects or social processes 
that cause profound 
changes and 
transformations of a social 
and cultural nature, in 
addition to the economic 
one 

0.519 0.1721 4 

QU-07 Quantitative 
indicators 

They measure the 
penetration and use of 
computers in schools; 
Studies on the effects of 
computers on the 
performance and learning 
of students and studies on 
the practices of computer 
use 

0.519 − 0.809 5 

QU-05 Perspectives and 
attitudes 

They measure the degree 
of acceptance and what 
real possibilities exist to 
continue in the trend of the 
use of ICT within the HEI 

0.519 − 0.809 6 

QU-06 Technological 
study 

Situational analysis on 
technological 
environments that may 
influence the use of ICT 
within the HEI 

0.519 − 1.056 7

(continued)
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Table 4.4 (continued)

ID KPI Description 1st Zi 2nd Zi Pos

QU-08 e-learning It is based on vitality and 
uses processes to transmit, 
produce, exchange 
information and 
knowledge by electronic 
means in the 
teaching–learning 
processes supported by 
ICT of the HEI 

0.1721 − 2.31 8 

QU-09 b-Learning Methodologies are mixed 
to achieve better learning 
results. Integration of 
elements common to 
face-to-face teaching with 
elements of distance 
education over the Internet 

− 0.424 − 0.809 9 

QU-10 PLE Students learn informally 
and personally at their 
own place 

− 0.809 − 1.369 10

KPIs are instruments that provide quantitative information on the development and 
achievements of an institution, program, activity or projects in favor of the population 
or object of its intervention, within the framework of its strategic objectives and 
mission. 

The information obtained from the key performance indicators will allow insti-
tutions to compare themselves or with other institutions, to promote processes of 
educational or academic innovation, distribution of resources according to priori-
ties, accountability to the communities, public institutions, agencies, government 
and society in general. 

In its general form, a KPI can be defined “When you can measure what you are 
talking about and measure it in numbers, you already know something about it, when 
you cannot express it in numbers, your knowledge is deficient and unsatisfactory; it 
can be the beginning of knowledge and you have gone forward in your thoughts to 
the stage of science” [5]. 

These authors also differentiate KPIs from other similar concepts that exist and 
that is why some organizations use them incorrectly. These concepts are listed below: 

1. Key Result Indicators (KRI): How critical success factor has been achieved. 
2. Results Indicators (RI): they tell you what you have done. 
3. Performance Indicators (PI): they tell you what you should do. 
4. Key Performance Indicators (KPIs): what to do to increase performance. 

In a chronological order of events or processes within an organization, KPIs can 
be classified, according with [6], on three types of KPIs:
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Table 4.6 Comparison matrix of the KPIs quality in ICT 

KPI Equally to 
moderately 
preferred 
over 

Moderately 
preferred 
over 

Moderately 
to strongly 
preferred 
over 

Strongly 
preferred 
over 

Strongly 
to very 
strongly 
preferred 
over 

Very 
strongly to 
extremely 
preferred 
over 

Extremely 
preferred 
over 

QU-02 QU-03 
QU-04 
QU-01 
QU-09 

QU-08 QU-10 
QU-07 

QU-03 QU-04 QU-01 QU-08 QU-09 QU-07 QU-10 

QU-04 QU-09 QU-01 QU-08 QU-10 QU-07 

QU-01 QU-08 QU-09 QU-10 
QU-07 

QU-08 QU-09 QU-10 
QU-07 

QU-09 QU-10 
QU-07 

QU-10 QU-07 

QU-07 QU-06 
QU-05

1. Leading indicator. A KPI that measures activities that have a significant effect 
on future performance. 

2. Lagging indicator. A KPI that measures the production of past activities. 
3. Diagnostic measure. A KPI that indicates the state of the processes or activities. 

In the same research, it was found the following KPIs features: 

1. Scarce, that is, the less KPIs exist, the better. 
2. Drillable, users can delve into details. 
3. Simple, users understand the KPI. Clearly indicates the required action. 
4. Action, users know how they affect the results. 
5. Ownership, KPIs have an owner, can be served by the CEO. 
6. Referenced, users can see origins and context. 
7. Correlated, the KPIs drive the desired results. 
8. Balanced, KPIs consist of financial and non-financial indicators. 
9. Aligned, KPIs do not get in the way of each other. 
10. Validated, workers cannot avoid KPIs. 
11. Regulated, they are measured frequently (24/7, daily, weekly). 
12. Distributed, they are measures that match responsibilities to a team.
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4.2.2.1 Most Common KPI Used in Ranking Universities 

The world ranking universities began in 2003, and from that time several inter-
national methodologies such as U-Multiranking, ARWU (Shangai Ranking), Times 
HE, Leiden Ranking, QS (Quacquarelli Symonds), Webometrics (CSIC), PERSPEK-
TYWY (based on United States system ranking), HEQAM (Saudi Arabia) have 
recently been established according to geographical areas, among others, and whose 
purpose is to improve current ranking systems [7]. 

The following list shows the Key Performance Indicators that matches in the 
metrics of the different methodologies described above: 

• Quality of Education 
• Teaching and Learning 
• Quality of Faculties 
• Research 
• Knowledge Transfer 
• International orientation or Internationalization 
• Regional engagement 
• Productivity. 

4.2.2.2 Quality Indicators for Higher Education 

There are several ways to measure educational quality in HEIs since many of them 
are linked to different evaluating bodies, both governmental and private. In other 
cases, some of these institutions are concerned with highlighting some aspects of 
others, which vary according to their missions and institutional visions. 

An example of this can be seen with [8] where 12 KPIs that measure the quality 
in higher education are recognized: Ratio of academic staff to disciplinary, ratio of 
students to academic staff, ratio of academic staff satisfaction of education level, ratio 
of students’ staff satisfaction of education level, number of classrooms to the number 
of students, number of laps found to factor required for each department, ratio of 
students satisfaction of teaching aids, number of graduate programs that need to be 
learned after graduation, number of books in library, time cycle for up-to-dating the 
library, ratio of students satisfaction of library service, time cycle for up-to-dating 
the computer and IT equipment’s (teaching aids) of the faculty. 

Currently, HEIs that wish to join the select group of institutions that offer quality 
education should have within their infrastructures both physical and logical mecha-
nisms to measure the degree of implementation of their own quality indicators. Do 
not forget that each HEI can generate or select their own indicators according to their 
interests to measure their educational quality (self-perception) and also to compare 
themselves with other institutions (competitiveness). There is specialized software 
in the market to measure these KPIs within institutions such as the KPI-MS [9]. 

As a sample, some aspects that can and should be considered when creating 
quality indicators or systems of quality indicators to increase competitiveness in 
higher education institutions are presented in the managerialism. The managerialism,
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mentioned by [10], in a context of higher education, has the following characteristics 
that can each be considered as quality indicators. 

• A greater separation of academic work and management activity. 
• Increased control and regulation of academic work by managers. 
• A perceived shift in authority from academics to managers and consequent 

weakening of the professional status of academics. 
• An ethos of enterprise and emphasis on income generation. 
• Government policy focused on universities meeting socio-economic needs. 
• More market orientation, with increased competition for resources. 

Davis et al. [11] state managerialism in universities supports evidence of 
academics measurement to those who receive educational services including perfor-
mance management, teaching, quality of research, inspection, performance indicators 
and goal setting. 

On the other hand, indicators of the academy can be considered as indicators that 
also impact on the educational quality of HEIs, as mentioned by [12] when affirming 
that an overview of the current mission statements of the highest ranked universities 
reveals that both knowledge production (research) and knowledge dissemination 
(teaching/education/learning) are strongly embedded as these universities priorities. 

Another indicator of quality in the HEIs is the Entrepreneurship Education (EE) 
that according to the conclusions of [13] it (EE) can measure the accumulation of 
positive learning experiences, the development of practical business skills and the 
combined knowledge of theory and practical exercises. 

Finally, there are the KPIs that measure the quality of higher education according 
to the opinions of the students, which in some countries can be perceived as “clients” 
according to [14]. This consumer identity appears to be increasingly recognised by 
students, who demand more from the higher education sector than ever before. But, 
while a rich tradition of research has investigated how we can predict academic perfor-
mance there remains a paucity of research on the extent to which today’s students 
express a consumer orientation and how this may affect academic performance. 
The traditional factors predicting academic performance, namely learner identity 
and grade goal, and the interplay with consumer orientation and gives evidence 
that consumer orientation mediates or influences traditional predictors of academic 
performance: the more the students expressed a consumer orientation, the poorer 
their academic performance. 

4.2.2.3 Quality KPI Prioritization in HEIs 

Currently many companies or organizations involved in projects with quality impact 
resort to specialized training tools on statistical methods and quality to improve 
processes that enable them to function as leaders, facilitators and problem solvers 
according to a correct prioritization of indicators [15]. 

The process of selecting KPIs to measure educational quality in HEIs is extremely 
complex due to the inherent subjectivity of the process itself. This subjectivity
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is nurtured by the fact that many of the institutions compete with each other for 
the recruitment of enrolment, offering their educational services according to the 
guidelines of their missions and institutional visions. 

Subjectivity must be replaced by objectivity at the moment of establishing the 
correct and priority order of the KPIs that must be considered when including them 
in a model. It is important to consider that for the selection and prioritization of the 
indicators, the staff that manages the HEIs must be directly involved as well as all 
the areas and/or dependencies that the institution has [16] applying questionnaires 
with likert scales which contain items such as “Not important”, “Important”, “Very 
important”. 

According to this structure, a three-level KPI tree can be built, where the first level 
will be the objective (that is, the total percentage of the institution’s performance), 
the second level (the criteria, such as teaching, research and support) and a third level 
(the rating scale, which contains the KPIs related to each criterion). 

Once an order of importance of the KPIs has been established, a mechanism 
must be found to verify that such ordering is suitable and an appropriate technique 
for this is the decision analysis model AHP TOPSIS [8] which, in general, feeds 
on parameters or numbers, which are processed mathematically and algorithmically 
(supported by a spreadsheet such as Excel) to provide objective and concrete results 
regarding the correct prioritization of said indicators. 

In line with the above and to establish the appropriate measures of the KPIs, the 
following steps suggested by [17] might be followed: 

1. A review of the institution’s situation in accordance with the mission and 
directions of the country’s education strategy (Political guideline). 

2. Analysis of strengths and weaknesses. 
3. Establish a synthesis between the requirements of the environment and the 

competitive profile. 
4. Define the vision of the institution. 
5. Determine the objectives. 
6. Determine the business objective as a variation of the strategic objectives in 

operational objectives. 
7. Identify the indicators that allow monitoring the achievement of the objectives. 
8. Definition of acceptable thresholds of the indicators and their validation. 
9. Operate the indicators. 

4.3 Proposed Methodology 

The proposed methodology used in this research process was developed in four 
stages, which are (1) Identification of the problems, (2) Identification of ICT KPI 
categories in HEIs and quality ICT KPIs, (3) Calculations of categories in HEIs and 
quality ICT KPIs, (4) Model implementation. Figure 4.1 summarizes the proposed 
methodology in this work.
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Fig. 4.1 Stages to generate 
the proposed model 

Identification 

• Problems in the HEIs
. Authors reading
. Survey in the HEIs 

Selection

. Categories

. Quality KPIs in ICT 

Calculus

. Standardization

. Priorization

. AHP 

Model

. Improvement of 
performance and 
competitiveness in the HEIs 

Stage 1: Identification of the Problems 
The problems identified in the HEIs are the lack of educational quality based on 
ICT, the incongruence between institutional policies and ICT policies, the lack of 
tele-education infrastructure, the lack of algorithmic or procedural prioritization for 
the distribution of ICT, and the lack of ICT index measurement systems. 

That is why we proceeded to search for KPIs that measure ICT within these insti-
tutions by consulting 197 references and reaching the conclusion that the indicators 
found can be classified into six major categories of ICT indexes for HEIs. 

A survey was also applied to ICT managers of HEIs to know the prioritization 
they give to these categories and to the KPIs that conform them, finding that the 
category called Quality in ICT turned out to be the best positioned reason for which 
it was selected to perform a more in-depth study of the indicators that constitute it. 

Stage 2: Identification of ICT KPI Categories in HEIs and Quality ICT KPIs 
According to the 197 consulted references during the present investigation, six cate-
gories related to ICT were identified, which compose the ICT quality assessment 
model based on KPIs. These categories are shown with a brief description of each 
of them. 

1. ICT Management (MA) Related to projects, control and ICT maintenance.
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2. ICT Infrastructure (IF) Related to information systems, telecommunications and 
equipment 

3. ICT Integration (IT) Related to integrated services and the way to access them. 
4. ICT Scalability (SC) Related to measures, information speed, growth, and ICT 

innovation. 
5. Quality in ICT (QU) Related to impact, services, products, and competitiveness. 
6. Strategic Planning (SP) Related to teaching innovation, suppliers, customers, and 

position. 

In quality in ICT category were found the indicators: services, products, compet-
itiveness, impact, quantitative indicators, perspective and attitudes, technological 
study, e-Learning, b-Learning and PLE. Tables 4.8, 4.9, 4.10, 4.11, 4.12 and 4.13 
(Annexes) show these categories and its respectively indicators. 

Stage 3: Calculations of Categories in HEIs and Quality ICT KPIs 
After selecting this category, it is necessary to submit their indicators to a hierarchical 
process based on standardized values in order to find the prioritization of these KPIs, 
which is submitted to the AHP model to check its prioritization to finally establish a 
model of ICT quality assessment based on KPIs that is analyzed by a process decision 
model to increase performance and competitiveness in HEIs. 

Stage 4: Model Implementation 
Finally, once the results are obtained in Excel, it is necessary to create a final model 
based on the preferences established by the AHP on the ICT quality KPIs in table 
form. 

4.4 Experimentation and Results 

This section shows the calculations that were carried out to obtain the results of 
the study and is structured as follows: The configuration of the equipment used is 
shown, the proposed methodology is applied, the results obtained between Excel 
and the AHPy Python library are compared and finally, concludes with some success 
cases. 

4.4.1 Settings 

The software used for the experimentation was Excel 2016 and Pyhton version 
3.10.12. The tests were run on a DELL Inspiron 15'' 5559 Laptop, INTEL Core 
i5, 8 Ghz, HD 1TB SATA. The indicator to be measured is the CR consistency coef-
ficient and the instances were taken from the random numbers generated by Excel 
as a comparison of preferences.
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4.4.2 Application of the Proposed Methodology 
Weighting of the Categories 
Table 4.14 (Annexes) shows the concentration of authors who have pronounced in 
favor of each of the categories of the model and at the end of it shows the total 
accumulated (197) of the citations made by authors on the indicators that integrate 
each one of these categories and that will serve as a basis for subsequent calculations. 

Table 4.15 (Annexes) shows the analysis of the ICT infrastructure elements of 
the HEIs surveyed based on interviews with their ICT managers and the following 
results were obtained. 

From Table 4.15, Table 4.16 is generated showing two different orders according 
to the HEIs, one is according to the results generated by the measuring instrument 
and another one is according to the analysis of the KPIs of each category. 

Prioritization of Categoriesh 
Tables 4.14 and 4.16 (Annexes) prioritize the six categories of the model from two 
points of view (one of authors and the other of the HEIs which is subdivided in 
one according to the measurement instrument and another with respect to the KPIs); 
therefore, it is necessary to establish a final prioritization of them using the method 
of data standardization [18]. 

For the standardization of the categories ordered according to the criteria of the 
authors, Table 4.17 (Annexes) is considered. The average (μ) in this case is μ =
∑n 

1 Xi 

n = 16.66 and the standard deviation (σ) is calculated as σ =
/∑n 

1(Xi−μ)2 

n = 6.02. 
The last column shows the standardized data (Zi) which are calculated as follows: 
Zi = Xi−μ 

σ
and once obtained these will be used to obtain the final prioritization. 

In Table 4.17, the categories are also standardized according to the measurement 
instrument (μ = 77.11, σ = 5.13 and n = 6) and to the indicators (μ = 76.52, σ = 
5.82 and n = 6). 

Once the standardization table is obtained, a final table is constructed based on 
the three columns of standardized values (Zi) which contains the final prioritization 
of the categories of the proposed model Table 4.1. 

As can be seen, the category of Quality in ICT was the best positioned (the 
most important) according to the authors, the measurement instrument and the KPIs 
specified by the HEIs. The indicators of this category will be submitted in the same 
way to the processes of standardization, ranking and application of the AHP model 
in the following sections. 

Application of the AHP Model to the Categories 
The AHP (Analytic Hierarchy Process) model developed by Saaty is a popular 
approach to rank alternatives. Through the ratio-scaled assessment of pairwise pref-
erences between alternatives, the ranks of alternatives are found by computing the 
eigenvalues of the preference matrix and its very useful visual tool for detecting the 
cardinal and ordinal inconsistences [19]. 

The AHP decision analysis model is the one that will be used because it allows you 
to enter values in an Excel file with pre-recorded formulas and whose calculations can
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be performed iteratively until you get the smallest possible coefficient of consistency 
(CR) value. A CR value of less than 10% (0.1) is considered acceptable, trying to 
obtain even smaller values to ensure the best possible combination. 

This method works by comparison of pair values which are assigned in the range 
of 2 and 9 (value 1 is allowed, but only used when comparing an element against 
itself) to indicate the degree of preference of an element over the other. Based on 
these combinations of numbers the corresponding calculations are made. Once the 
lowest possible value of CR is obtained, the correct decision making is done. The 
final prioritization of categories Table 4.1 is submitted to the AHP model, which 
consists of pre-recorded formulas in Excel. After performing 50 tests with different 
values, the combination shown in Table 4.2 is obtained. It shows the lowest value of 
the coefficient of consistency (CR = 0.0385 < 0.1). 

Once the AHP model is applied, the comparison matrix of the categories in 
Table 4.3 is generated. This table shows the preference degree of one category over 
the others. 

Up to this moment, the design of a model of six categories of KPIs has been 
established. The category called “Quality in ICT” was selected because it was the 
best positioned and it is also related in a natural way to the concept of educational 
quality in higher education. This category consists of 10 indicators which will be 
submitted to the calculation, standardization, prioritization, and application processes 
of the AHP model. 

Prioritization and Application of the AHP to the KPIs of the ICT Quality 
Category 
The calculations for the prioritization of the key performance indicators that integrate 
the ICT Quality category are shown in Table 4.18 (Annexes) and whose Paretos’ 
graph is shown in Fig. 4.2. 

Fig. 4.2 Pareto’s graph of the KPIs of the category of Quality in ICT
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Based on Table  4.15, the average of each of the 10 KPIs that integrate the ICT 
Quality category is calculated and ordered in descending order according to the 
average as shown in Table 4.19 (Annexes). 

According to authors’ criteria, standardized values of ICT Quality category are 
shown in Table 4.20 (Annexes). 

Table 4.20 (Annexes) is ordered according to the standardized values (Zi) and 
Table 4.4 is generated. which shows the final prioritization of the KPIs of this category 
and also shows the ID and a description of each KPI. 

Finally, the AHP model is applied to the values of Table 4.4 and after 52 iterations 
the value of CR = 4.73% shown in Table 4.5 was found. 

From Tables 4.5 and 4.6 is generated, showing the comparison matrix of the key 
performance indicators that integrate the ICT Quality category. 

As part of the process of checking the research and based on a sampling focused 
on the area and nature of the research, three different types of analysis were applied 
within the HEI. The first of these was a survey applied to ICT managers of the HEI 
of the study, which revealed that 77.33% of these institutions take advantage of their 
ICT resources as a driving force of educational quality. 

A second analysis based on the analysis of the measurement instrument showed 
that 77.11% of HEIs apply their ICT in order to increase their educational quality. 
The third analysis applied to the KPIs indicated that 76.52% of these institutions take 
advantage of their technological infrastructures to increase their educational quality. 

4.4.3 Comparison Between the Results of Excel and AHPy 
Python Library 

AHPy [20] is an implementation of AHP, a method used to structure, synthesize 
and evaluate the elements of a decision problem. Developed by Thomas Saaty in 
the 1970s, AHP’s broad use in fields well beyond that of operational research is a 
testament to its simple yet powerful combination of psychology and mathematics. 

AHPy attempts to provide a library that is not only simple to use, but also capable 
of intuitively working within the numerous conceptual frameworks to which the AHP 
can be applied. For this reason, general terms have been preferred to more specific 
ones within the programming interface. 

A comparison in similar conditions was made between Excel software and the 
AHPy Python library. Using Excel, it was found a CR = 0.047308. This value is 
better than the value of 0.0862 obtained with Python after 50 executions. 

In the order hand, when the number of iterations was increased to 1000, the CR 
gotten by Python (0.0387) was better than Excel CR value. This value means a
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performance increment of 34% and at the same time it is necessary to mention that 
the execution time to creation tables in Python is significatively upper than Excel 
(0.6702 s). 

Algorithm 1 is shown below, and Table 4.21 (Annexes) contains the results 
supplied by Python AHPy library after 1000 iterations. 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
Algorithm 1. Creating comparison tables and calculating consistency coefficients. 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
Input 
N = 8. 
consistency_coefficients_vector = []. 
values_vector = [2–5, 9, 10] 
tags_factors = { tags_factors = {0:’QU-02’, 1:’QU-03’, 2:’QU-04’, 3:’QU-01’, 

4:’QU-08’, 5:’QU-09’, 6: ’QU-10’, 7: ’QU07’}} 
Ouput 
Min_value_CR 
1. Start. 
2. For cycle from 1 until 50 Do: 
3. data = [N X N]. 
4. For i from 1 until N Do: 
5. For j from 1 until N Do: 
6. If i = j then: 
7. data[i, j] = 1. 
8. If not then: 
9. value = random(2, values_vector[i]). 
10. datos[i, j] = value. 
11. For k from 1 until N Do: 
12. For m from k until N Do: 
13. If k is different from m then: 
14. data[k, m] = 1 /  data[m, k]. 
15. For n from 1 until number of items in data Do: 
16.. For p from 1 to number of items in data Do: 
17.. comparisons[(tags_factors [p], tags_factors [n])] = data[n][p]. 
18. ICTs = ahpy.Compare(name = ‘ICTs’, comparisons = ict_comparisons, 

precision = 4, random_index = ‘saaty’). 
19. consistency_coefficient = ICTs.consistency_ratio. 
20. consistency_coefficients_vector ← consistency_coefficient. 
21. min_value_CR = minimium(consistency_coefficients_vector). 
22. Print min_value_CR. 
23. End 

–––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
The code begins by creating a square matrix named ‘data’ of size N × N filled 

with zeros, setting the groundwork for subsequent operations. It then populates the
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main diagonal of this matrix with ones and randomly assigns values between 2 and 
9 below the diagonal, simulating preferences or relative importance among different 
factors. Inverses are then calculated and assigned to elements above the main diag-
onal to ensure matrix symmetry. Subsequently, a dictionary called ‘comparisons’ is 
created to store pairwise comparisons between factors based on the values in the 
‘data’ matrix. The code utilizes the ‘ahpy’ library to calculate the consistency coef-
ficient for each pairwise comparison stored in the ‘comparisons’ dictionary, storing 
these coefficients in a vector named ‘consistency_coefficients_vector’. Finally, the 
minimum value of the ‘consistency_coefficients_vector’ is calculated to determine 
the minimum consistency coefficient obtained during the iteration, which is then 
printed as the output. This process provides insight into the relative importance of 
factors and ensures the consistency of pairwise comparisons. 

Next each line is explained. 

Line 1: A square matrix of 0’s size N × N is created. 

Lines 5 to 10: Assign 1’s to the main diagonal and random values between 2 and 9 
below the main diagonal. 

Lines 11–14: Inverses are assigned to elements above the main diagonal. 

Lines 15–17: Create a dictionary of pairwise comparisons with the preference value 
taken in the data matrix. 

Lines 18–20: Python’s ahpy library is used to calculate the consistency coefficient 
for each data array and is assigned to a vector consistency_coefficients_vector. 

Line 21: Take the minimum value from the vector consistency_coefficients_vector 
and assign it to min_value_CR. 

Line 22: The output displays the minimum value for the coefficient of consistency. 

4.4.4 Application of the AHP Method in Combination 
with Anothers: Success Cases 

The following four cases are presented as cases of practicality, feasibility and vali-
dation of the application of AHP model and other mathematical decision analysis 
models, both to higher education institutions and to other areas: 

An example where the models of analysis of decisions applied to HEI is 
proposed by [21] using classification trees. In their study four intangible resources of 
Higher Education Institutions with its respectively KPIs were identified: Knowledge 
management (8 KPIs), brand (5 KPIs), institutional reputation (8 KPIs) and corporate 
social responsibility (6 KPI), so which the proposed model consists of 27 KPIs. 

As a result of the application of classification trees, institutional reputation KPI 
is prioritized first. Secondly, according to said tree, the training and development 
of human resources KPI is identified (KPI belonging to the intangible resource of
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knowledge management), which strengthens the knowledge that is created, stored and 
transferred from functions and formation and training programs in different cycles 
to achieve the analytic thinking promoted in students, professors and administrative 
staff. Thirdly, is found the KPI corresponding for innovation and learning as a priority 
function of the HEI. 

Likewise, [22] apply the AHP method in Generic Competences (GC) according 
to the type of sciences (agricultural, natural, and exact, social and administrative and 
engineering and technology) considered by the National Association of Universities 
and Institutions of Higher Education (ANUIES). 

For this study 30 GC were considered, which are grouped into the four types of 
sciences specified above. 

The following order of priority was obtained once the AHP method was applied, 
which coincided with the weighted products method, prioritizing the GC as follows: 
Ability to apply knowledge in practice, knowledge about the area of study and profes-
sion, commitment ethics, identification, planning and solving problems, capacity to 
make decisions, commitment to quality, ability to work in teams and skills in the use 
of CIT. 

The advantage of AHP over the weighted product technique is the speed and 
simplicity with which the relevance level of GC can be obtained for different subject 
areas. 

Below are described two cases of application of the AHP decision analysis method 
in other areas where significant advantages have been demonstrated in the application 
of this mathematical model of decision analysis in combination with other models, 
demonstrating once again its practicality and viability. 

A case of application of the AHP is the one proposed by [23] in an automative 
company. These authors combine this method with the TOPSIS method to generate 
comparison pair matrices in which KPIs are involved (10 in this case, with 19 deci-
sion alternatives) and where the usefulness of the combination of both methods is 
observed. The objective of this combination of methods is the minimization of oper-
ational waste. In this study, three comparative tables are offered (two from other 
authors) and the one proposed by [24] where the improvements were demonstrated 
in terms of the proximity of the distances towards the optimal solution in the ordering 
and prioritization of the 19 alternatives. 

In the three comparative tables it is concluded that the JIT/continuous flow produc-
tion is the most important. The alternatives of 5S and focused factory production also 
had relevant positions in the final ordering ranking. 

On the other hand, [23] present us with an example of the application of these 
decision analysis models by comparing the results of applying the IFDA (Intuition-
istic Fuzzy Dimensional Analysis) and AIFDA (Aggregated Intuitionistic Fuzzy 
Dimensional Analysis) and comparing them with the results obtained by applying the 
MCDM AHP and TOPSIS multi-criteria methods when selecting a milling machine 
from among three alternatives (W, X y Z) and considering six criteria (original cost 
of the machine, power, number of cylinders, displacement, safety of operators and 
service).
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Regarding the milling machine alternatives, all the studies agreed that the best 
alternative was the Z milling machine. Likewise, all the studies prioritize the safety of 
operators as the most important criterion. Service was also identified as an important 
criterion to consider. 

4.5 Conclusions 

According to categories considered in the model (Table 4.3) it is concluded that 
HEIs should pay special attention to the quality of ICT specialized in teaching and 
knowledge generation. For this purpose, it is necessary that these institutions have 
specialized teaching staff for the evaluation of these aspects, especially with research 
trends, which are distinctive features of this type of institutions that aim to raise their 
level in the quality of higher education. 

Related to the categories of infrastructure and ICT scalability, it is concluded 
that both are of similar relevance and intimately linked. Both categories evaluate 
hardware, software, technologies and platforms that directly support the teaching– 
learning process. 

It is also perceived that the categories of ICT management and strategic planning 
should be aligned with the vision, mission and institutional policies with the firm 
purpose of raising the quality standards in the education of HEIs. 

Likewise, it was detected in this table that the six categories considered in the 
study maintain at least one level of difference among them in terms of preference 
levels, which means that there is an adequate relationship among them. 

As it has been demonstrated, the best evaluated category was quality in ICT, for 
which the following conclusions were found about its indicators. Based on Table 4.18 
(Annexes), this study concludes that the indicators of services, products, competi-
tiveness, impact and the quantitative indicators together represent the 83.01% of the 
total indicators of this category. So, the consideration of these indicators assures the 
quality in ICT improving the quality in education in the HEIs. 

The ICT services’ indicator represents 26.41% according to the authors consulted. 
The products’ indicator (hardware, software and/or educational platforms such as 
Moodle, among others) and competitiveness’s indicator (review of institutional 
missions, resources and capacities, as well as the implementation of strategies), 
represent 16.98% each one. 

The impact indicator (social and marketing effects that promote the HEIs based 
on ICT) and the quantitative indicator (degree of use of computers and technological 
resources available to the institution, among others) represent 11.32% each one. 

It is widely expected that the incorporation of this model in HEIs will significantly 
increase the percentage of ICT use in educational processes, hence this will directly 
impact on quality assurance in higher education.



94 D. Lerma-Ledezma et al.

4.6 Future Research 

As future research, it is proposed to verify the concepts of competency and compe-
tence proposed by [25]. According to the author, the main difference is that compe-
tency is related to skills, aptitudes, abilities, knowledge and understanding while 
competence is visualized as an output function, that is, the performance standards of 
a job.  

It is important to mention here that future work will consist of identifying the 
different KPIs of each of these concepts and incorporating them into a new model 
of indicators and prioritizing them through a mathematical model of decisions with 
the aim of improving the competitiveness of HEIs, since this model increases the 
educational quality in them. 
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Annexes 

See Tables 4.7, 4.8, 4.9, 4.10, 4.11, 4.12, 4.13, 4.14, 4.15, 4.16, 4.17, 4.18, 4.19, 4.20 
and 4.21.
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Table 4.7 Differences between QA and QE concepts applied to education 

Quality assurance (QA) Quality enhancement (QE) 

Gives insufficient weight to the teaching/ 
learning processes 

Gives considerable weight to the teaching/ 
learning processes 

Tends to be associated more with assessment 
and accountability 

Tends to be associated more with improvement 
and development 

Meets external standards Meets internal standards 

Moves from top to lower level Moves from lower to top level 

A summative process A formative process 

A quantitative performance A qualitative performance 

Focuses on the past Focuses on the present and the future 

Less freedom (follows absolute rules) More freedom (flexible ways) 

Gives greater space to administrators Gives a greater space to academics 

Source [4]
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Table 4.10 Frequency of each KPI of ICT integration category by authors 

ICT integration 

Authors Digital 
technologies 

Convergence 
networks 

Integrated 
services 

Access Using practices 

Área [26] X 

OECD [27] X X X 

Cobo [29] X X X 

Galindo et al. 
[31] 

X 

Ávila [51] X 

Romero et al. 
[32] 

X X 

Montaño [45] X X 

OECD [27] X 

Rodríguez 
et al. [34] 

X 

Chávez [47] X 

Cano et al. 
[36] 

X 

Aleksejeva 
[52] 

X 

Zapata [37] X 

Olufemi [48] X X 

Humanante 
et al. [38] 

X X 

Nolasco et al. 
[39] 

X X 

Capanegra 
et al. [40] 

X 

Evren [49] X 

Grande [50] X 

% Factor 1 7 10 8 2 

Average 0.0050 0.0355 0.0507 0.0406 0.0101 

Category 28 

% Category 28/197 = 0.1421
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Table 4.11 Frequency of each KPI of ICT Scalability category by authors 

ICT scalability 

Authors Measures Speed of information Innovation Users number 

Hernández [41] X 

Lawler, et al. [42] X 

Área [26] X 

Olivé [53] X 

OECD [27] X 

Bermúdez et al. [28] X 

Cobo [29] X 

Pons [54] X 

Galindo et al. [31] X 

Ávila [51] X 

OECD [27] X X 

OECD [27] X 

UNAM [55] X 

Aleksejeva [52] X 

Sampedro [56] X 

Nolasco et al. [39] X 

Grande [50] X X X 

% Factor 4 3 9 4 

Average 0.0203 0.0152 0.0456 0.0203 

Category 20 

% Category 20/197 = 0.1015
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Table 4.14 Order of the categories according to the citations 

ICT category Amount Percent (%) 

Quality in ICT 53 26.90 

ICT infrastructure 42 21.31 

ICT management 34 17.25 

ICT integration 28 14.21 

Strategic planning 20 10.15 

ICT scalability 20 10.15 

Total 197 100.00 

Table 4.15 Analysis of HEIs based on interviews with their ICT managers 

ICT infrastructure elements HEI1 HEI2 HEI3 HEI4 HEI5 Average (%) 

(a) Institutional page and educational 
platform 

√ √
X

√ √
80 

(b) Servers speed
√ √ √ √ √

100 

(c) Security of databases
√ √

X
√ √

80 

(d) Congruence of institutional policies 
– ICT  

√
X X

√ √
60 

(e) ICT capacity for enrolment assistance 
√ √ √ √ √

100 

(f) Messaging and mail services
√ √

X
√ √

80 

(g) Expectations of growth of ICT
√ √ √ √ √

100 

(h) ICT technical support services
√ √ √ √ √

100 

(i) Tele-education
√

X X X
√

40 

(j) Appropriate ICT in classrooms and 
laboratories 

√ √
X

√ √
80 

(k) Enough licenses of educational 
software 

√ √
X

√ √
80 

(l) Algorithmic priorizitation of the ICT 
distribution 

√ √
X X X 40 

(m) Telecommunications cover the 
physical HEI area 

√ √
X

√ √
80 

(n) The HEI has updated ICT
√ √

X
√ √

80 

(o) The HEI has ICT indicators measuring 
systems 

√
X X

√ √
60 

Total 100% 80% 26.66% 86.66% 93.33% 77.33%
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Table 4.18 KPIs of the category of Quality in ICT with their percentages 

KPI Amount % 

Services 14 7.10 

Products 9 4.56 

Competitiveness 9 4.56 

Impact 6 3.04 

Quantitative indicators 6 3.04 

Perspectives and attitudes 2 1.01 

Technological study 2 1.01 

e-learning 2 1.01 

b-learning 2 1.01 

PLE 1 0.50 

Total 53 26.90 

Table 4.19 Calculation of the KPIs Quality in ICT according to the HEIs 

KPI Items Summation Average (%) 

QU-02 a-f-h-k-m-n 80 + 80 + 100 + 80 + 80 + 80 = 500 83.33 

QU-01 a-b-c-e-f-i-j-k-m-n 80 + 100 + 80 + 100 + 80 + 40 + +  80 + 80 + 80 
+ 80 = 800 

80.00 

QU-10 a-b-c-e-f-i-j-k-m-n 80 + 100 + 80 + 100 + 80 + 40 + 80 + 80 + 80 + 
80 = 800 

80.00 

QU-09 a-b-c-e-f-i-j-k-m 80 + 100 + 80 + 100 + 80 + 40 + +  80 + 80 + 80 
= 720 

80.00 

QU-08 a-b-c-e-f-i-k-m 80 + 100 + 80 + 100 + 80 + 40 + 80 + 80 = 640 80.00 

QU-04 a-e-g-i-j-k-n 80 + 100 + 100 + 40 + 80 + 80 + 80 = 560 80.00 

QU-03 a-j-k-n 80 + 80 + 80 + 80 = 320 80.00 

QU-06 d-e-g-l-n-o 60 + 100 + 100 + 40 + 80 + 60 = 440 73.33 

QU-05 d-g-l 60 + 100 + 40 = 200 66.66 

QU-07 o 60 60.00 

Totals 76.53
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Table 4.20 Standardized values of the KPIs Quality in ICT 

Authors KPIs 

KPI Xi Xi − μ (Xi − μ)2 Zi Xi Xi – μ (Xi − μ)2 Zi 

QU-02 7.10 4.416 19.50 2.135 83.33 6.99 48.972 0.99 

QU-03 4.56 1.876 3.519 0.907 80.00 3.66 13.454 0.519 

QU-04 4.56 1.876 3.519 0.907 80.00 3.66 13.454 0.519 

QU-01 3.04 0.356 0.126 0.172 80.00 3.66 13.454 0.519 

QU-07 3.04 0.356 0.126 0.172 60.00 − 16.33 266.73 − 2.31 
QU-05 1.01 − 1.67 2.802 − 0.80 66.66 − 9.67 93.547 − 1.36 
QU-06 1.01 − 1.67 2.802 − 0.80 73.33 − 3.002 9.012 − 0.42 
Q U-08 1.01 − 1.67 2.802 − 0.80 80.00 3.668 13.454 0.519 

QU-09 1.01 − 1.67 2.802 − 0.80 80.00 3.668 13.454 0.519 

QU-10 0.50 − 2.18 4.769 − 1.05 80.00 3.668 13.454 0.519 

Average 2.68 42.77 76.33 498.99 

Table 4.21 Results obtained by AHPy Python library after 1000 iterations with quality ICT KPI 

QU-02 QU-03 QU-04 QU-01 QU-08 QU-09 QU-10 QU-07 

QU-02 1 0.333 0.5 0.333 0.111 0.166 0.142 0.142 

QU-03 3 1 0.5 0.333 0.5 0.2 0.2 0.2 

QU-04 2 2 1 0.5 0.5 0.2 0.25 0.166 

QU-01 3 3 2 1 0.5 0.333 0.333 0.25 

QU-08 9 2 2 2 1 0.5 0.333 0.5 

QU-09 6 5 5 3 2 1 0.5 0.5 

QU-10 7 5 4 3 3 2 1 0.5 

QU-07 7 5 6 4 2 2 2 1
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Chapter 5 
A Multicriteria Model for the Selection 
of Online Travel Agencies 

Jesus Jaime Solano Noriega, Juan Bernal, and Juan Carlos Leyva Lopez 

Abstract The hospitality and tourism industries operate under dynamic business 
models, where decision-makers continually strive to attract visitors and foster sector 
development. Given the intricate practical challenges inherent in these industries, 
decision-makers face the task of evaluating multiple alternatives based on their per-
formance to identify the optimal strategy that maximizes diverse business benefits. 
Traditionally, travel agents have served as pivotal intermediaries connecting travel 
service suppliers with travelers. However, advancements in information technology 
have introduced online travel agencies (OTAs) as a viable alternative for consumers. 
While OTAs have emerged as a key marketing strategy for hotels to meet their book-
ing objectives, the optimal selection problem for OTAs remains relatively unexplored. 
Recognizing the economic significance of the sector, this research aims to address 
the gap in OTAs selection studies. Specifically, it seeks to model the OTAs selection 
problem under a multicriteria decision-making (MCDA) framework to aid hotel man-
agers in choosing the most suitable OTA. The objective is to optimize the booking 
process and enhance overall performance. This study proposes an MCDA evalua-
tion framework for OTAs, employing a hierarchical approach with the Electre III 
method (.h-ELECTRE III). This method enables the decomposition of the evaluation 
problem into subtasks, providing decision-makers with insights into the relation-
ships between various evaluation perspectives. The applicability of this evaluation 
framework is demonstrated through a real-case scenario involving a group of sun 
and beach hotels, showcasing its effectiveness in such contexts. By leveraging the 
hierarchical MCDA approach, this research contributes to a more nuanced under-
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standing of the complex OTAs selection problem. The insights derived can empower 
decision-makers in the hospitality and tourism industries to make informed choices, 
ultimately optimizing their strategies for attracting and serving visitors. 

5.1 Introduction 

The hospitality and tourism industries represent dynamic business models, where 
strategic endeavors are undertaken by industry leaders to allure visitors and foster the 
growth of this vital economic sphere. Such industries play a pivotal role in bolstering 
national economies through substantial investments, job creation, and tax revenues, 
thereby contributing significantly to their vitality and prosperity. As reported by 
the World Travel and Tourism Council, in 2019, the hospitality and tourism sectors 
contributed to over 330 million jobs globally and accounted for over 10% of the total 
Gross Domestic Product (GDP) worldwide [ 13]. Within the hospitality industry, 
the hotel sector aims to providing excellent customer service, anticipating guests’ 
needs, and ensuring comfort and satisfaction. A key market strategy used by hotels’ 
managers to attract travelers is by means of travel agents (TA) which are recognized 
as the pivotal link connecting hotels with travelers, thus establishing a business 
model wherein TAs oversee, consolidate, categorize available offerings, optimize 
distribution processes to reduce costs, and format information to be user-friendly 
and booking-friendly for both suppliers and travelers [ 9]. 

Travel agents had been traditionally operating on an agent-principal relationship 
where the traveler has direct contact with the TA to reach a travel product or service 
and the TA suggests one of them. However, innovations in business models caused by 
developments in the field of information technology and internet, the agent-principal 
model has been surpassed by online travel agents (OTAs) which offer consumers 
an alternative channel to booking in a more efficient way [ 11]. OTAs are flexible 
platforms that let travelers booking any kind of travel product such as flight booking, 
tours, and hotel rooms, among others. In the hotel sector OTAs have become a 
key marketing strategy to achieve their booking goals where hoteliers choose to be 
present in OTAs platforms with the aim to move forward new booking technologies 
to increase competitiveness and innovation [ 8]. 

Selecting an OTA is not a trivial problem and it is considered a supplier selec-
tion problem for hotel managers because it can affect revenue, distribution, pricing, 
brand image, and technology integration [ 15]. The choice of OTAs can significantly 
affect the hotel’s competitiveness and profitability, making it a critical and complex 
decision-making problem for hotel managers [ 17]. However, besides selecting the 
right OTA is crucial for the profitability and market reach for hotels, this problem 
remains little studied in the literature and has been mainly focused on studying qual-
itative studies such as analysis of critical factors regarding customer satisfaction 
and/or experiences [ 4], performance and/or quality analysis of OTAs websites [ 16, 
20]. From our point of view, the work of [ 14], is the only one that proposes an eval-
uating framework for OTAs selection which discusses the process of evaluating an
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online travel website’s adherence to its web strategy. It emphasizes the importance 
of an initial internal evaluation by experts, followed by external surveys. The evalua-
tion process involves the use of Multi-Criteria Decision Analysis (MCDA) methods 
such as the fuzzy Delphi method to adjust selection criteria, the Decision-making 
Trial and Evaluation Laboratory (DEMATEL) method to identify interdependen-
cies among perspectives, and the Analytic Network Process (ANP) [ 19] to rank the 
available OTAs. 

The gaps found in the literature for OTAs selection if wide thus more research 
can be useful to help Decision Makers (DMs) in the hotel sector with flexible eval-
uation models. Despite advances in the field, there are still gaps that this study aims 
to address. This research aims to contribute to research in the field by proposing a 
MCDA model for the OTAs selection problem using an approach based on evaluating 
the set of OTAS under different perspective and modeled using a hierarchical struc-
ture of point of view from the DM. This approach offers a direct relationship between 
the DM and the analyst in such a way that the multicriteria model is built by joint 
agreement between both actors when there exists a hierarchical structure of criteria. 
The utilization of a hierarchical approach brings notable advantages to modeling 
multicriteria decision problems [ 12]. This methodology facilitates the decomposi-
tion of intricate decision challenges into more manageable subtasks, simplifying the 
analytical process. Organizing criteria into levels enhances computational efficiency, 
allowing for more focused analyses and reducing the computational load. The hier-
archical framework provides transparency in decision-making, aiding stakeholders 
in comprehending the relationships between criteria and their contributions to the 
overall process. In addition, the flexibility of a hierarchical structure allows the con-
sideration of preference relations within subsets of criteria at any hierarchical level, 
offering a realistic representation of decision contexts. Moreover, the adaptation of 
hierarchical structures of criteria into MCDA methods, such as the Elimination and 
Choice Expressing the Reality (ELECTRE) [ 7], to handle interaction effects between 
criteria, such as the.h-ELECTRE III [ 2, 3], adds sophistication to decision modeling, 
enabling a nuanced evaluation of interdependencies among criteria. 

The remainder of this paper is structured as follows: Sect. 5.2 presents a formal 
scheme for structuring decision analysis problems. Section 5.3 introduces the eval-
uation framework for the OTAs selection problem on a real case study. Section 5.4 
presents the results and corresponding discussion. Finally, Sect. 5.5 outlines the con-
clusions drawn from this study. 

5.2 Evaluation Framework for Decision Making 

In this section, we present a problem structuring approach aimed at formally delin-
eating the online travel agencies selection problem within the framework of MCDA. 
MCDA is a process of evaluating a group of alternatives regarding multiple criteria 
according to the opinions of experts. Since the seventies, MCDA has been advancing
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Fig. 5.1 Evaluation scheme for a multicriteria decision making model 

together with the development of Information Technology and Computer Science, to 
support decision makers to adequately address complex decision problems [ 5, 18]. 

The selection of an MCDA approach to tackle this decision problem is based 
and justified on two main premises [ 13]: (i) due to the complex practical prob-
lems involved in hospitality and tourism industries, DMs need to compare multiple 
alternatives according to their performance and select the optimal scheme to maxi-
mize business benefits; and (ii) stakeholders in hospitality and tourism industries are 
involved in many decision-making scenarios, hence, MCDA methods can help DMs 
to take objective decisions. 

Evaluating a group of alternatives is a complex cognitive process that involves 
structuring a decision problem to make it more understandable and easier to manage. 
In this process, it is necessary to define the elements to evaluate, determine an evalu-
ation framework, gather the information, and obtain an assessment by means of the 
evaluation process aiming to obtain information about the worth of an item (product, 
service, material, etc.) with the goal to create a clear and coherent representation of 
the problem, facilitating effective analysis and decision-making. According to [ 1], 
a decision problem can be structured following four steps of the decision aiding 
process (refer to Fig. 5.1). 

5.2.1 A Representation of the Problem Situation 

The initial step is geared towards elucidating the intricacies of the problem, involv-
ing a collaborative dialogue between the analyst and the client to gather essential 
elements for defining the issue. The objective is to acquire pertinent information 
related to the problem scenario, through inquiries that delve into identifying the 
entity confronting the problem, understanding its perceived significance, determin-
ing responsibility, pinpointing individuals involved in payment decisions, and eluci-
dating what holds utmost importance for the client. This analysis allows the client 
to gain insights into their position within the decision-making process for which 
they seek the analyst’s assistance. There are mainly three elements that can be used 
to represent this step a set .T of the actors that interact with the process, the set of 
objectives.O or aspirations that each actor has in the process, and a set of resources. S
allocated by each actor to each object of their interest. This stage gains significance 
as it enables us to capture a snapshot of the problematic situation that needs to be
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depicted when assistance is sought. These elements can form a triplet to represent 
the problem situation: 

. P = {T, O, S}

5.2.2 A Problem Formulation 

After presenting the problem situation, the analyst might offer the client one or 
more problem formulations, marking a pivotal stage in the decision process. While 
the initial output primarily serves a descriptive or explanatory purpose, creating a 
problem formulation aims to formalize the situation and to incorporate the use of 
decision support language. The outcome is inherently simplified compared to the 
complexity of the actual decision process. In this stage is usual to describe the set 
of possible alternatives. A available to the client concerning the problem scenario. P , 
the set of perspectives or points of view.V from which the potential alternatives can 
be viewed, examined, assessed, and compared, and the problem statement . π which 
outlines what is expected to get from the elements in .A after the evaluation. The 
elements described in this stage can be conceptualized as a triplet: 

. P = {A, V, π}

5.2.3 An Evaluation Model 

Once formulating a problem, the next step is to develop an evaluation model, which 
involves organizing available information to generate a formal response to the prob-
lem statement. This pivotal task requires to apply a methodological framework to 
the data provided by the DM, resulting in a model suitable for Decision Analysis. 
Initially, in this task it should be defined the set of potential alternatives, denoted as 
. A, to which the model applies. While typically established during the problem for-
mulation stage, set. A can be modified or adjusted as necessary. Set. A is characterized 
by a set of dimensions .D which encompass pertinent information about each ele-
ment in . A. These dimensions serve means under which elements of . A are observed, 
described, and measured, potentially arranged hierarchically. While some dimen-
sions may serve as constraints to establish set . A, others are crucial for evaluation, 
enabling the assessment of each alternative’s performance across specific charac-
teristics. The final component of the evaluation model is the selection of a precise 
method, denoted as. R, to generate a solution. This decision is significant, as different 
methods may lead to varying conclusions. . R consists of operators that facilitate the 
synthesis of information from .A through .D into a concise evaluation, potentially
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resulting in a final recommendation. Although there could be more elements than 
can be used to create the evaluation model, such as the presence of uncertainty, for 
the goals of this paper we define the evaluation model as a triplet: 

. M = {A, D, R}

5.2.4 A Final Recommendation 

The evaluation model yields results in the decision support language, however, the 
final recommendation that serves as the ultimate output, translates these findings into 
language comprehensible to the DM. While the output aligns with the model, it may 
not necessarily reflect the concerns of the DM or the nuances of the decision process. 
Therefore, it’s essential for the DM to exercise caution before formulating the final 
recommendation. Questions to consider include: How does the suggested solution 
respond to variations in model parameters? What range of parameter values maintains 
a consistent solution structure? A solution sensitive to minor parameter changes 
suggests a dependence on technical factors rather than preferential information. In 
such cases, a thorough examination of the model is warranted to ensure robustness 
and reliability. 

5.3 An Evaluation Framework for OTAs Selection 

In this section, we delve into the fundamental components for constructing the evalua-
tion framework model for the OTAs selection problem offering a more comprehensive 
and detailed specification than what was previously outlined. 

5.3.1 A Representation of the Problem Situation 

With the aim to provide context for the issue discussed in this paper, we present a real-
life scenario within a hotel group based in Mazatlán, Mexico. The primary decision-
maker in this context, the sales director of the hotel group, is currently struggling with 
the challenge of choosing the optimal OTA to establish an annual service contract. 
The hotel group encompasses four beach hotels, collectively featuring 609 rooms. 
The core marketing strategy used by the hotel group involves a channel mix that 
includes wholesalers, their proprietary website and reservation system, traditional 
travel agencies, and the recent addition of one OTA, which has shown promising 
results. 

While the implemented marketing strategies have achieved relative success, the 
intense competition in this tourist destination has significantly impacted the occu-
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pancy rates in the hotels of the group, consequently affecting overall profitability. This 
challenging situation has necessitated the formulation of new promotional strategies 
and the exploration of new markets to enhance occupancy rates, income, and overall 
profitability. 

Acknowledging the potential of the recently incorporated OTA as a significant 
marketing channel, the sales director is committed to conduct a comprehensive anal-
ysis of the available OTAs. The objective is to formally evaluate and choose the most 
effective OTA that will yield optimal outcomes for the hotel group. This strategic 
decision-making process is crucial in addressing the challenges posed by intense 
competition in the tourist destination, aiming to boost occupancy rates, revenue, and 
overall profitability for the group’s four beach hotels in Mazatlán, Mexico. 

5.3.2 A Problem Formulation 

The presented problem scenario serves as a descriptive overview of the contextual 
challenges. To transform this narrative into a more actionable form, it becomes imper-
ative to translate the problem situation into a formal structured framework suitable 
for resolution through a formal model. This formulation is designed to provide a 
systematic guide for the decision-making process, steering it away from potential 
ambiguity inherent in judgmental or intuitive decision-making approaches. 

In alignment with the decision process outlined in the preceding section, the 
problem formulation presented in this section entails the definition of a set . A, repre-
senting the set of alternatives, a set. V comprising the various perspectives to evaluate 
alternatives within . A, and. π denoting the problem statement elucidating the desired 
outcomes expected from the elements in . A. This structured approach not only facil-
itates a more precise representation of the problem but also lays the groundwork for 
generating informed recommendations as part of the decision-making process. 

5.3.2.1 Points of View for the Evaluation of Alternatives 

In the OTA selection problem, hoteliers face the complex task of evaluating various 
factors to gauge the competitiveness of each alternative with the aim to choose the 
one that maximizes value for their hotel’s operations and marketing strategies. To 
systematically analyze and structure the different points of view for the evaluation in 
this decision-making process, this paper employs the Value-Focused Thinking (VFT) 
methodology [ 10] which is an approach designed to enhance decision-making in a 
multicriteria context by leveraging values. 

In the initial stages of the VFT methodology, the emphasis is on establishing and 
understanding the values that potentially could enhance the decision making. The 
next step involves structuring these values and formulating objectives, providing 
decision-makers with a more profound and precise understanding of their priorities 
within the decision context. The VFT introduces a three-level hierarchical structure
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of objectives conformed by: strategic, fundamental, and means-end objectives. The 
Strategic objective represents the overarching goal that decision-makers aspire to 
achieve; fundamental objectives delineate the end results that define the primary 
reasons for interest in the decision and illustrate the essential cause of interest in 
a given decision situation; finally, means-end objectives are crucial as they outline 
the steps required to achieve the fundamental objectives. Identifying, structuring, 
analyzing, and comprehensively understanding these objectives using appropriate 
strategies is vital to ensuring their completeness. 

Each objective integrated into this study was directly derived from the informa-
tion provided by the DM. Furthermore, the DM received additional support through a 
comprehensive literature review focused on OTA evaluations. This literature review 
aimed to enhance the DM’s understanding of characteristics that could wield sig-
nificant influence in the evaluation process. By extracting and identifying the most 
pertinent assessing aspects from the literature, the study ensures alignment with the 
preferences expressed by the DM. 

The overarching objectives, meticulously defined by the DM, encompass diverse 
perspectives to facilitate an optimal OTA selection, ensuring alignment with the deci-
sion maker’s preferences. OTAs are an interesting means of achieving reservations 
and therefore increasing the revenue of the hotel group. Therefore, the overarching 
strategic objective is to analyze and select the most optimal OTA. This strategic deci-
sion is pivotal in ensuring that the chosen OTA aligns seamlessly with the group’s 
financial objectives, thereby maximizing the potential for meeting and surpassing 
established financial goals. From this pivotal objective, the DM delineated five dis-
tinct functional objectives. Firstly, the evaluation should assess the user experience 
during website interaction. Additionally, there is a specific emphasis on prioritizing 
ease of use, emphasizing simplicity and intuitiveness within this interaction. The 
second functional objective centers on evaluating platform operations, focusing on 
flexibility for users to modify bookings, ensuring responsive support for addressing 
booking problems, and implementing a transparent fee structure for services. The 
third objective delves into assessing platform credibility, vital for customer satisfac-
tion, incorporating considerations such as the number of users and the establishment 
of a reputable brand image. The fourth objective centers on evaluating the variety 
of products offered, emphasizing their potential to add value to the hotel group. 
Lastly, the fifth objective directs attention towards assessing the company’s com-
mitment fulfillment with its business partners, encompassing conflict resolution and 
technical support availability. This comprehensive framework ensures a systematic 
and holistic approach to OTA evaluation, addressing a spectrum of crucial aspects 
for the decision-making process. Figure 5.2 shows the hiaerchical structure of these 
objectives. 

5.3.2.2 Definition of the Set of Alternatives 

The primary objective in this real-life case is to carefully choose the most suitable 
OTA that aligns with the group’s expectations and that can yield the desired outcomes,
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Fig. 5.2 Hierarchical objectives’ structure for the OTAs selection problem 

specifically an increase in the profitability of the hotel group. Given this objective, it 
becomes evident that the set. Awill consist of existing options, rendering the creation 
or formulation of additional alternatives unnecessary for the decision-maker. 

To accomplish this, a preliminary analysis is underway to identify the most suc-
cessful OTAs in the market. Subsequently, their operational approaches will be scruti-
nized to delineate the most relevant criteria for consideration in selecting the optimal 
option. 

In the contemporary landscape, the internet and technological access serve as piv-
otal tools for OTAs in offering their tourist services. Each OTA employs unique strate-
gies, combining technology and methods to enhance competitiveness and appeal to 
their clientele, thereby delivering value to customers. 

The array of OTAs available for evaluation is vast, making the strategic decision 
faced by the decision-maker involve defining the perspectives for OTA selection. 
In the initial analysis, the decision-maker identified that some of the most success-
ful OTAs in the market include Airbnb, Booking, Despegar, Expedia, Hostelworld, 
HotelTonight, PriceTravel. This step marks the commencement of a comprehensive 
evaluation process to determine the best-suited OTA that aligns with the hotel group’s 
objectives and operational preferences. Table 5.1 gives a description for each OTA 
in the set . A. 

5.3.2.3 Problem Statement 

Addressing the problem of selecting the optimal OTA involves evaluating the defin-
ing set of OTAs and subsequently ranking them to identify the best overall option. 
Employing a ranking system is well-suited for this task as it enables the identification 
of the next most crucial alternative, useful in scenarios where negotiations with the 
primary OTA prove unsuccessful. This comprehensive ranking approach provides
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Table 5.1 The set of OTAs and their corresponding descriptions 

OTA Description 

Booking.com Booking.com is one of the largest and best-known travel websites in the 
world. Every day it obtains more than 1 and a half million reservations. Both 
its website and mobile application are available in 43 languages and gather 
more than 50 million reviews from verified guests of properties in more than 
200 countries. Its parent company, Booking Holdings, includes brands such as 
Priceline.com and metasearch engines such as Kayak and HotelsCombines, 
Agoda, Rentalcars.com and Open Table 

Expedia Expedia is the star website of the Expedia Group. It brings together 200 travel 
booking websites such as Hotwire, Orbitz and Travelocity. It receives more 
than 600 million visits per month from 75 countries and is available in 35 
languages. This website allows you to search for all types of accommodation, 
as well as offers on cheap flights, car rentals, cruises and vacation packages. 
Hotel properties that advertise on Expedia are simultaneously advertised on 
Hotels.com, Wotif and other channels 

Airbnb Airbnb is known for its unique accommodation offering around the world. 
The vast majority of properties in its catalog are located outside the main 
hotel areas. The company continues to expand into hospitality after acquiring 
HotelTonight (known for offering last-minute bookings), but its community is 
still looking for special getaways and experiences when booking. This 
platform is ideal for booking a more original vacation rental with experiences 
oriented towards local environments 

Hostelworld HostelWorld is a travel website where you can find the best hostel deals 
anywhere in the world. It has more than 12 million guest reviews, and in 
addition to hostels, its inventory includes hotels, B&Bs and other types of 
budget accommodation. Hostelworld aims to be the leader in social travel 
through its booking options, mobile apps and attention to the needs of guests 
looking to connect with others while traveling the world. Its website and 
mobile app are available in 20 languages 

Despegar Despegar/Decolar is the largest online travel company in Latin America. 
Despegar is the company’s global brand and Decolar represents the brand in 
the Brazilian market. Its marketplace operates in 20 markets and offers a wide 
selection of products and services in the region, including airline tickets, hotel 
reservations and travel packages to a huge customer base 

HotelTonight Is a travel agency and metasearch engine owned by Airbnb and accessible via 
website and mobile app. It is used to book last-minute lodging in the 
Americas, Europe, Japan and Australia 

Price Travel Began its operations in the Mexican city of Cancun in the year 2000. Our 
team is made up of people from different nations such as Mexico, Argentina, 
Austria, Germany, and the United States, bringing together more than 60 years 
of experience in different areas of knowledge including internet, travel, 
tourism, and sales
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the DM with a broad perspective on all the OTAs, offering valuable insights for 
informed decision-making and guiding the negotiation strategy to be implemented. 

5.3.3 An Evaluation Model 

Following the elucidation of the problem formulation, the subsequent crucial step 
involves crafting an evaluation model, aimed at organizing available information to 
provide a formal response to the problem statement . π . In this study, the evaluation 
model comprises the explicitly defined set of alternatives, which encompasses the 
identified OTAs outlined in the problem formulation. 

The model incorporates a coherent family of criteria .D inferred from the means-
end objectives defined in the problem formulation which offers a comprehensive 
framework for the assessment of the defined set of OTAs . A. Table 5.2 describe the 
set of criteria . D. The  set . A can be then described through the set .D representing the 
relevant knowledge that the DM has about . A. 

5.3.3.1 Set of Alternatives’ Performances on Each Criterion 

To evaluate the performance of each alternative across criteria, the DM gathered 
information tailored to the nature of each criterion. Table 5.3 provides a compre-
hensive overview of the evaluation tool and the type of data applicable to each 
criterion. The assessments for criteria . g1, . g2, . g3, and .g4 were conducted using 
Grader, a web evaluation platform available at https://website.grader.com/, specifi-
cally designed to analyze the performance of websites. For criteria .g6 and . g7, per-
formances were gauged through Google Analytics 4 https://developers.google.com/ 
analytics/devguides/collection/ga4, allowing measurement of traffic and interaction 
between websites and applications. Lastly, for criteria . g5, . g8, and . g9, the DM per-
formed a subjective evaluation based on personal experiences, knowledge, and per-
ceptions regarding each OTA. Table 5.3 shows the derived performance matrix. 

5.3.3.2 Model 

The final component to establish within the evaluation model is the specific method 
.R to be employed in crafting a solution. The choice of .R is contingent upon the 
problem statement. π adopted in the problem formulation and must align seamlessly 
with the utilized information. The multicriteria decision analysis tool employed to 
execute the evaluation model and derive a definitive ranking for the OTA selection 
problem is the .h-ELECTRE III method. This method, leveraging criteria hierarchy, 
outranking principles, and preference and indifference thresholds, proves to be a 
judicious choice for situations akin to those outlined in the study. It was defined to 
generate a ranking of alternatives and individual rankings for each non-elementary

https://website.grader.com/,
https://website.grader.com/,
https://website.grader.com/,
https://website.grader.com/,
https://developers.google.com/analytics/devguides/collection/ga4
https://developers.google.com/analytics/devguides/collection/ga4
https://developers.google.com/analytics/devguides/collection/ga4
https://developers.google.com/analytics/devguides/collection/ga4
https://developers.google.com/analytics/devguides/collection/ga4
https://developers.google.com/analytics/devguides/collection/ga4
https://developers.google.com/analytics/devguides/collection/ga4
https://developers.google.com/analytics/devguides/collection/ga4
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Table 5.2 Description of the set of criteria and the perspective where each criteria belongs to in 
the hierarchical structure (Dir: Preference direction of criteria, Minimize or Maximize; UM: Unit 
of measure) 

Perspective Criteria Description Dir UM 

Use . g1: Quick. Ability to 
complete 
transactions 
quickly. 

Min Seconds 

. g2: Secure Ability to 
complete 
transactions 
securely. 

Max Scale 1–10 

. g3: Easy Easy to use for 
the end user. 

Max Scale 1–30 

System . g4: Flexible Allows users to 
modify bookings. 

Max Scale 1–30 

. g5: Commission-
based 

Commission fee 
is charged to the 
hotel. 

Min Percentage 

Credibility . g6: User Number of APP 
Users that has the 
platform. 

Max Millions 

. g7: Reputable Number of 
monthly visits. 

Max Millions 

Product . g8: Product Has variety of 
high quality 
products. 

Max Scale 1–10 

Company . g9: Company Acknowledging 
and respecting 
needs and goals 
of relationship 
partner. 

Max Scale 1–10 

Table 5.3 Performance matrix 
Use System Credibility Product Company 

.g1 .g2 .g3 .g4 .g5 .g6 .g7 .g8 . g9

. a1: Airbnb 15.7 10 20 30 18% 100 106.8 7 9 

. a2: Booking 25.7 5 20 30 20% 500 678.4 10 9 

. a3: Despegar 3.7 5 30 25 16% 10 1.3 9 8 

. a4: Expedia 25 10 20 30 20% 50 92.4 10 9 

. a5: Hostelworld 16.3 10 30 25 16% 5 61.7 8 8 

. a6: HotelTonight 17 5 20 30 16% 0.1 3.1 8 10 

. a7: PriceTravel 3.1 10 30 30 14% 0.1 2.9 8 10
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criterion, arranged in a descending order of preference. As with any outranking 
method the .h-ELECTRE III follows a construction and an exploitation stages. The 
former stage creates a model of preferences of the DM by aggregating the given input, 
while the last stage creates a partial preorder of the alternatives from the aggregated 
model of preferences. 

Aggregation Procedure 
When addressing a non-elementary criterion .gr from the set . G, in  .h-ELECTRE 
III, a partial outranking relation .Sr is established over .A × A. This binary relation 
indicates that .aSrb “. a is at least as good as . b” with regard to criterion. gr . Following 
this, each pair of elements .(a, b), is assessed to confirm the assertion .aSrb. The  
criteria significance are denoted by their weights .Wt which are normalized such as 
.

∑

gtGL

Wt = 1, .∀gt ∈ GL and .Wt > 0. 

Indifference. qt , preference. pt , and veto threshold. vt have to be defined.∀gt ∈ GL . 
The indifference threshold signifies the maximum performance difference between 
alternatives . a and . b on .gt that allows for their indifference on . gt . The preference 
threshold represents the minimum performance difference between . a and . b on . gt
necessary for expressing a preference of one over the other on . gt . Meanwhile, the 
veto threshold denotes the minimum performance difference between . b and . a on 
.gt that contradicts the outranking of . a and . b on any criterion .gr from which .gt is 
derived, specifically when .gt ∈ G(gr ). To maintain consistency, it is required that 
.vt > pt ≥ qt ≥ 0. 

For any pair of alternatives .(a, b) belonging to the set . A, where . gt(a) ≥ gt(b)
holds true for all .gt ∈ G(gr ), three preference relations can be established: 

Per-Criterion Indifference Relation: When it comes to the criterion. gt , alternatives 
. a and . b are considered indifferent .aItb whenever the absolute difference between 
their performances, .|gt(a) − gt(b)|, is less than or equal to . qt . 

Per-Criterion Strict Preference Relation: In terms of the criterion. gt , alternative. a is 
distinctly favored over. b .aPtb whenever.gt(a) − gt(b) > pt . Let .C(aPb) designate 
the subgroups of criteria for which .aPtb holds true. 

Per-Criterion Weak Preference Relation: For the criterion . gt , alternative . a is 
weakly preferred over .b .aQtb, whenever .qt < gt(a)/gt(b) ≤ pt . Subsequently, let 
.C(aQb) indicate the subgroups of criteria where .aQtb is applicable. 

These three preference relations can be consolidated into a single outranking 
relation which encompasses the three respective scenarios.St = Pt ∪ Qt ∪ It , where 
.aStb (. a outranks . b) indicates that “. a is at least as good as . b” regarding the criterion 
. gt . 

In the establishment of a partial outranking relation, denoted as .aSrb, the  .h-
ELECTRE III incorporates the concordance principle. This principle mandates that, 
following the assessment of their relative significance, a majority of elementary 
subcriteria must align in favor of the statement ”alternative . a outranks alternative 
. b”. Additionally, a non-discordance principle is employed, stipulating that among 
the minority of elementary subcriteria that don’t endorse this claim, none should 
vehemently oppose it.
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In.h-ELECTRE III a concordance index is established.cr (a, b),∀(a, b) ∈ A × A, 
indicating a sufficiently strong concordant group of criteria supporting the assertion 
“. a outranks. b”. The strength of each elementary criterion is determined by its weight, 
.wt . Specifically, the potency of the concordant group is derived from the criteria 
endorsing the statement “. a outranks. b” along with a fraction of the influence of those 
criteria where “. b is weakly preferred to . a”. This perspective can be represented by 
the following partial concordance index for each non-elementary criterion .gr ∈ G: 

.cr (a, b) =.

∑

gt∈Gr ĝt∈C(aI,Q,Pb)

Wt +.

∑

gt∈Gr ĝt∈C(bQa)

ϕWt (1) 

where .ϕt = pt−[gt (b)−gt (a)]
pt−qt

∈ [0, 1], assuming .
∑

gt∈GL Wt = 1. 
Should be noted that.cr (a, b) ∈ [0,Wr ]where.Wr = ∑

gt∈GL Wt and. cr (a, b) = 0
if.gt(a) + pt ≤ gt(b), for all.gt ∈ G(gr ) (b is strictly preferred to a on all elementary 
sub-criteria descending from . gr ), and .cr (a, b) = Wr if .gt(a) + qt ≥ gt(b), for all 
.gt ∈ G(gr ) (a outranks b on all elementary sub-criteria descending from. gr ). When 
.r = 0, .c(a, b) ∈ [0, 1] because .G(g) = GL and .W = 1. 

The concept of non-discordance suggests the absence of a significant minor-
ity coalition among elementary criteria that could challenge the assertion that “. a
outranks . b”. The counteracting influence of the elementary criterion .gt ∈ G(gr ) is 
determined by the veto threshold . vt . This perspective could be represented by an 
elementary criterion discordance index for each elementary criterion .gt structured 
as follows: 

.dt (a, b) =

⎧
⎪⎨

⎪⎩

1 i f gt(b) − gt(a) ≥ vt
[gt (b)−gt (a)]−pt

vt−pt
i f pt < gt(b) − gt(a) < vt

0 i f gt(b) − gt(a) ≤ pt

(5.1) 

The last stage in the aggregation procedure involves merging these two indices 
to generate a partial credibility index .σr (a, b), where .0 ≤ σr (a, b) ≤ 1, for every 
non-elementary criterion . gr , quantifying the extent of outranking between . a and . b. 
The resulting .σr (a, b) is calculated as: 

.σr (a, b) = cr (a, b)
∏

gt∈G(gr )

Tt (a, b) (5.2) 

where 

.Tt (a, b) =
(

1−dt (a,b)
1−cr (a,b) i f dt (a, b) > cr (a, b)

1 otherwise
(5.3) 

Equation (5.3) operates under the assumption that if the power of the partial con-
cordance surpasses that of elementary discordance, the partial concordance value 
remains unaltered. However, if this condition is not met, we need to question the 
assertion.aSrb and adjust.cr (a, b) according to the provided equation. Consequently, 
we have established a partial fuzzy outranking relation .Sσr

A defined over .A × A. 
This means that each ordered pair .(a, b) ∈ A × A is associated with a real number
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.σr (a, b), where .0 ≤ σr (a, b) ≤ Wr , indicating the degree of support for the crisp 
outranking relation .aSrb. With this, the construction of the aggregated model of 
preferences is finalized. 

Exploitation Procedure 

The subsequent stage in the multicriteria outranking methodology involves the 
exploitation of the model to attain a conclusive partial preorder of alternatives through 
the fuzzy outranking relation .Sσ

A for each non-elementary criterion . gr . This process 
is facilitated by the distillation procedure [ 2], a method grounded in multiple cuts that 
yields two complete preorders, known as descending and ascending distillations. In 
the descending distillation, alternatives are arranged from the best to the worst, while 
the ascending distillation reverses the order, ranking alternatives from the worst to 
the best. The intersection of these preorders yields a partial order, suggesting the 
final ranking of the alternatives. We find this distillation procedure particularly apt 
for this problem, as it has demonstrated efficacy, especially in scenarios involving a 
modest set of alternatives within the ELECTRE III framework. 

To proceed in creating both distillations for the .h-ELECTRE III we can follow 
the next steps: 

With a non-elementary criterion and a collection of lambda cut levels, both distil-
lations address the fuzzy outranking relation to construct a crisp outranking relation 
as follows : 

.aSλk
r b ⇐⇒

(
σr (a, b) > λk

σr (a, b) > σr (b, a) + s(σr (a, b))
(5.4) 

Where.s(λ) = αλ + β, .α = −0.15, and.β = 0.3 (Note that these parameters and 
their values are suggested in [ 2]). 

Then, from the crisp outranking relation .aSλk
r b, some calculations are made for 

each alternative on every non-elementary criterion in . Gr

• The .λk-power of .a, pλk
r,A(a) = |{a ∈ A : aSλk

r b}| : counts the alternatives that are 
outranked by . a on . Gr

• The .λk-weakness of .a, f λk
r,A(a) = |{b ∈ A : aSλk

r a}| : counts the alternatives that 
outrank . a on . Gr

After calculated.λk-power and.λk-weakness of. a its relative position is calculated 
as: 

.qλk
r,A(a) = pλk

r,A(a) − f λk
r,A(a) (5.5) 

Algorithm 1 delines the steps to perform the distillation procedure. 
From the ascending and descending distillations, we obtain two comprehensive 

pre-orders. Within each, alternatives are organized into groups based on their ranking 
equivalence. To get the final ranking a partial pre-order is derived from the intersection 
of both pre-orders (ascending and descending). Such a partial pre-order facilitates
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Algorithm 1 Distillation Procedure 
Require: σr (a, b) on Gr , ∀a, b ∈ A 
1: n ← 0 
2: A0 ← A or A0 ← A 
3: λ0 ← maxa,b∈An 

a /=b 

σr (a, b) or λ0 ← maxa,b∈An 
a /=b 

σr (a, b) 

4: k ← 0 
5: D0 ← An or D0 ← An 
6: λk+1 ← max{σr (a,b)>λk−s(λk )} 

a,b∈Dk 

σr (a, b) ► Should be noted that: ∀a, b ∈ Dk , if 

σr (a, b) > λk − s(λk+1) then λk+1 ← 0 
7: ∀a ∈ Dk on Gr determine λk -quantifications 
8: Find the maximum q Dk 

or minimum q 
Dk 

λk -quantifications 

9: Calculate Dk+1 ← {a ∈ Dk : qλk+1 
r,A (a) = qr , Dk} or Dk+1 ← {a ∈ Dk : qλk+1 

r, A (a) = q
r 
, Dk} 

10: if |Dk+1| =  1 or  |Dk+1| =  1 or  λk+1 = 0 then 
11: Go to Step 16 
12: else 
13: k ← k + 1, DK ← Dk or DK ← Dk 
14: Go to Step 6 
15: end if 
16: Cn+1 ← Dn+1 or Cn+1 ← Dn+1 

17: An+1 ← An \ Cn+1 or An+1 ← An \ Cn+1 

18: if An+1 = ∅  or An+1 = ∅  then 
19: n ← n + 1 
20: Go to Step 3 
21: else 
22: The distillation procedure is completed. 
23: end if 

the comparisons between alternatives and highlights potential incomparabilities. The 
intersection of both pre-order can be calculated following three rules: 

• An alternative . a will be deemed superior to . b if, in one of the distillations, . a
outranks . b, and in the other distillation, . a is ranked equally to or higher than . b. 

• An alternative . a will be deemed equivalent to . b if both alternatives are part of the 
same equivalence class in both preorders. 

• Alternatives . a and . b are considered incomparable if . a is ranked higher than . b
in the ascending distillation while . b is ranked higher than . a in the descending 
distillation, or vice versa. 

Modeling the OTAs Selection Problem 

As mentioned before, a critical characteristic of.h-ELECTRE III is the set of param-
eters that should be given to get an output. These parameters represent preferential 
information of the DM. These are basically four mandatory parameters in order to 
get a recommendation from .h-ELECTRE III: set weights, preference, indifference, 
and veto thresholds. For this case study, preference and indifferent thresholds were 
given from the DM after a conscious analysis on the data of the performance matrix.
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Table 5.4 Weights (. W ), Indifference (. q), and Preference (. p) thresholds 

.g1 .g2 .g3 .g4 .g5 .g6 .g7 .g8 . g9

.W 0.05 0.10 0.05 0.20 0.30 0.10 0.05 0.10 0.05 

.q 1 1 5 1 0.1 1 5 0.1 0.1 

.p 3 2 10 5 0.2 10 10 1 1 

Veto thresholds were not cosidered by the DM thus a value of zero was set for 
veto in all the criteria. To determine the weights, the DM employed the ’Pack of 
Cards’ Technique from [ 6]. Table 5.4 shows the final weights, and the indifference 
and preference thresholds set by the DM. Finally data from the performance matrix 
(Table 5.3) and the corresponding weights and thresholds (Table 5.4), were modeled 
using the.h-ELECTRE III and the distillation procedure the construct a partial order 
of classes of alternatives. 

5.4 Results and Discussion 

We present in this section the results obtained after aggregating and exploiting the data 
in this case study using the .h-ELECTRE III method and the distillation procedure. 
We discuss the results at the level of the overall criterion and on each fundamental 
objective. Starting with the overall ranking we can see in Fig. 5.3a the final order of 
the set of alternatives . A on the global perspective. Such a Figure suggests a ranking 
with five classes of alternatives, some classes contain one alternatives while other 
contain two alternatives. The first class in the ranking contains .a7 (Price Travel) 
which is the most preferred alternative according to the preferences of the DM. In 
the second ranking, there is an equivalence class with alternatives .a2 (Booking) and 
.a3 (Despegar) that are considered to be indifferent to each other. Next, we have in 
the third ranking, a class with alternative .a1 (Airbnb), followed by a class on rank 
four with alternative.a6 (Hotel Tonight). Finally at the bottom of the ranking, we find 
a class with alternatives .a4 (Expedia) and .a5 (Hostel World) which seems to be the 
less preffered alternatives with the lowest performances. 

From the perspective of each fundamental objective, we can see how each alter-
native perform in each stem of the structure. Results from exploiting elementary 
criteria on the fundamental objective “User”, the ranking suggests that the best alter-
native is .a7 (Price Travel) followed by .a5 (Hostel World); in the third position we 
find an equivalence class with .a1 (Airbnb) and .a3 (Despegar); in the four, five and 
sixth position in the ranking are .a4 (Expedia), .a6 (Hotel Tonight), and .a2 (Book-
ing), respectively. Respecting the fundamental objective “System”, it shows that . a2
(Booking) is the most proffered alternative follow by.a1 (Airbnb). In the third ranking 
there is.a4 (Expedia) followed by rank fourth with an equivalence class that includes 
alternatives.a3 (Despegar) and.a5 (Hostel World). At the bottom of the ranking there
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Fig. 5.3 a Depicts the Global ranking; b–d depict the partial rankings for the fundamental objectives 
“Use”, “System”, and “Credibility” respectively 

is an equivalence class with.a6 (Hotel Tonight) and.a7 (Price Travel) that are consid-
ered the alternatives with less performance under this fundamental criterion. In the 
fundamental objective “Credibility” we can observe that in the first position there is 
an equivalence class that includes .a2 (Booking), .a4 (Expedia), .a6 (Hotel Tonight), 
and .a7 (Price Travel); in the second position we find .a1 (Airbnb) and .a3 (Despegar) 
that are considered indifference each other; in the last ranking there is .a5 (Hostel 
World) as the less proffered alternative. This decomposition of the evaluation on the 
fundamental criteria, let us have a different perspective on the global ranking, and 
let us justify the final solution that the DM could take from the different points of 
view that were established for the evaluation framework. From these perspectives, 
that is, different Rankings, we can observe that the global ranking reflects an evalu-
ation on all fundamental criteria and is .a7 (Price Travel) the one that seems to be the 
more proffered alternative as it appears in the first position in all rankings, but on the 
ranking on fundamental objective “System”, where it is the less proffered alternative 
along .a6 (Hotel Tonight). The rest of the alternatives hesitates in different position 
in all rankings. It also should be noted that alternative .a2 (Booking) persists near 
the top in two fundamental objectives, “System” and “Credibility”, and in the global 
ranking, hence could be considered a good candidate as a second selection option. 

Sensitivity Analysis of the Global Ranking 

Analyzing how the global ranking responds to variations in parameters such as 
weights (. w), indifference (. q), and preference thresholds (. p) offers valuable insights 
into the robustness of the decision-making process. To understand the impact of these 
parameters on the global ranking of the OTAs, we conducted a sensitivity analysis. 
The results of this analysis, presented in Tables 5.5 and 5.6, reveal the intricacies 
of the presented evaluation methodology. These two tables show the criterion that 
was modified, the weight or threshold value that was set for the sensitivity analy-
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Table 5.5 Resulting global ranking after variations in criteria weights 

Criterion Weight Global ranking 

.g1 0.1 a7. > a2,a3. > a1. > a6. > a4,a5 

.g2 0.2 a7. > a2,a3. > a1. > a4,a5,a6 

.g3 0.1 a7. > a1. > a2,a3,a5. >a4. > a6 

.g4 0.4 a7. > a1. > a6. > a4. > a2,a3. > a5 

.g5 0.6 a7. > a1. > a3. > a4. > a2. > a5,a6 

.g6 0.2 a7. > a1. > a6. > a2. > a4. > a3,a5 

.g7 0.1 a7. > a6. > a5. > a3. > a1. > a2,a4 

.g8 0.2 a7. > a2. > a1. > a 3. > a5,a6. > a4 

.g9 0.1 a7. > a3. > a6. > a4. > a1. > a2. > a5 

Table 5.6 Resulting global ranking after variations in indifference and preference thresholds 

Criterion Thresholds Global ranking 

.g1 . q=2,. p=5 a7. > a2. > a3. > a1. > a6. > a4,a5 

.g5 . q=1,. p=2 a7. > a6. > a2. > a3,a5. > a1. > a4 

.g6 . q=50,. p=100 a7. > a6. > a2. > a3,a5. > a1. > a4 

.g7 . q=50,. p=100 a7. > a2,a3. > a1. > a6. > a4,a5 

.g8 . q=1,. p=2 a7. > a2. > a1. > a3,a4,a5,a6 

.g9 . q=1,. p=2 a7. > a2,a3. > a1. > a4,a5,a6 

sis and the resulting global ranking with such a modification. Despite introducing 
a total of 15 adjustments, from the original parameter values detailed in Table 5.3, 
the global ranking outlined in Fig. 5.3 remained largely unchanged. This suggests 
that, within the spectrum of parameter modifications explored, the influence on our 
results (ranking) was deemed minimal. Alternative .a7 (Price Travel) remains stable 
in all rankings, while the rest of alternatives show slight deviations from the ranking 
created from the original parameters). 

5.5 Conclusions and Future Research 

The hospitality and tourism industries are crucial components of the global economy, 
providing millions of jobs and contributing significantly to the GDP. Within this 
landscape, the hotel sector relies heavily on TAs and, more recently, OTAs to attract 
travelers and drive bookings. The shift from traditional travel agent models to OTAs 
has revolutionized the way travelers book accommodations, offering more flexibility 
and efficiency. For hotel managers, selecting the right OTA is a critical decision that 
can impact revenue, distribution, brand image, and technology integration. Despite 
the importance of OTA selection, this area remains under explored in the literature.
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Existing studies have mainly focused on qualitative analyses of customer satisfaction, 
OTA website performance, and critical factors influencing selection. There is a lack 
of comprehensive, quantitative models to guide hotel managers in OTA selection. 

To address this gap, this research proposed a MCDA model, based on the .h-
ELECTRE III, for the OTAs selection that offered a systematic framework for eval-
uating OTAs based on various perspectives and criteria, allowing hotel managers to 
make informed decisions. 

The hierarchical structure of the MCDA model proposed offers several advantages 
over the traditional approaches to OTA selection: (i) it simplifies complex decision 
challenges by breaking them down into manageable subtasks, making the analytical 
process more straightforward; (ii) it provides transparency in decision-making, help-
ing stakeholders understand the relationships between criteria and their contributions 
to the overall process; and (iii) the hierarchical structure allows for the consideration 
of preference relations within subsets of criteria, providing a realistic representa-
tion of different points of view or decision contexts. By utilizing the MCDA model, 
hotel managers can evaluate OTAs based on their specific needs and preferences, 
leading to more informed and strategic decisions. This research contributes to the 
field by providing a structured approach to OTA selection, filling a crucial gap in 
the existing literature. However, there is still ample room for improvement when 
analyzing the OTAs selection problem. Therefore, future work could focus on inte-
grating additional qualitative criteria and exploring different MCDA approaches to 
more accurately model qualitative factors. Moreover, further research could delve 
into modeling this problem as a group MCDA, particularly in sectors where decision-
making involves a board of managers who collectively choose providers. 
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Chapter 6 
A New Methodology Based 
on Multicriteria Ordinal Classification 
for the Management of Financial 
Resources with Application to Real Data 
from the Stock Market 

Efrain Solares , Eduardo Fernández , Eyrán Díaz-Gurrola , 
Reimundo Moreno-Cepeda, Emmanuel Contreras-Medina , 
and Edy López Cervantes 

Abstract Stock selection is highly complex due to the high heterogeneity of its 
factors. The determination of the value of a stock depends to a large extent on the 
investor’s preferences towards such factors. This paper describes and evaluates a 
new methodology that uses investor decision policy to assign stocks to preferentially 
ordered classes. These classes can be of the “Don’t Buy”, “Doubt” or “Buy” type. The 
classes are identified by limiting profiles at the boundary of each pair of consecutive 
classes and are given a priori by the investor. A back-testing strategy is used to 
evaluate the proposal and its results are compared with those of some benchmark 
approaches. The primary findings highlight that the stocks classified within the best 
class not only yielded better average returns compared to the broader market but
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also exhibited significantly lower volatility, suggesting a more favorable risk-reward 
balance and outperforming conventional methods and market benchmarks in terms 
of both returns and risk management. 

Keywords Decision aiding · Outranking approach · Stock selection 

6.1 Introduction 

Many methodologies for stock selection have been presented in the related literature 
in recent decades. The interest of the scientific community in this field is due to 
the important repercussions that it entails, both in the academic ground and for 
society in general. Its practical and theoretical limitations have been addressed from 
various perspectives and theories, producing a considerably high number of factors 
involved in the selection process. However, determining the best way to aggregate 
the information provided by these factors is an open question. 

The so-called multicriteria decision aiding (MCDA) [1] is an important branch 
of decision theory that can deal with the aggregation of information from multiple 
factors. In MCDA, a set of actions (decision alternatives) must be assessed based on 
a set of features called criteria to address choosing, ranking and sorting problems. 
Sorting problems, also called ordinal classification problems, consist of deciding 
how to assign actions to a collection of classes or categories that have been ordered 
(e.g., from worst to best) through the preferences of a decision maker (DM). In 
multicriteria ordinal classification, or multicriteria sorting, each action is assessed 
on multiple criteria and, aided by a decision model or decision policy, the actions 
are compared to reference profiles (reference actions) that characterize or define 
each class. Depending on the preferences within the decision model, the comparison 
allows the DM to assign the action to one or more classes. 

Within the MCDA theory and in the context of multicriteria sorting, the most 
widely used method is ELECTRE TRI [2, 3], later called ELECTRE TRI-B by [3]. A 
recent generalization of ELECTRE TRI-B was introduced in [4]. This method, named 
INTERCLASS-nB, fulfills all the consistency properties imposed on multicriteria 
sorting methods and, like ELECTRE TRI-B, uses reference profiles at the limiting 
boundary of each pair of consecutive classes to perform the classification. Unlike its 
predecessor, INTERCLASS-nB can exploit more than one reference profile at each 
boundary. This is a major improvement on the original method, as it can give the 
sorting process more discerning power. In addition, the new method is versatile with 
respect to the elicitation of parameter values, since they can be represented by real or 
interval numbers, which reduces the cognitive effort of the DM to define these values 
and the time required to define the “best” parameter values. Here, we explore the 
abilities of INTERCLASS-nB to aggregate the information provided by all common 
factors and assign stocks to preferentially ordered classes that can lead to the final 
selection of the most convenient stocks.
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In this paper, INTERCLASS-nB is used for first time to address the stock selection 
problem. Following [5] and, as described in Sect. 6.3, the methodology used to assess 
the proposal is defined as follows: 

1. The set of decision alternatives is composed of the stocks in the S&P500 index 
[6]. 

2. The set of criteria is composed of the so-called fundamental factors [7] as well  
as price forecasting [8]. 

3. The collection and preparation of the input data is performed through capi-
taliq.com. 

4. Expert investors were simulated to create a unified (although imprecise) decision 
policy that will provide the parameter values to exploit the multicriteria sorting 
method. 

5. Assign the stocks (actions) to preferentially ordered classes. 
6. Only the stocks that have been assigned to the best overall class are bought in 

a buy-and-hold strategy. A uniform distribution of resources is used to buy the 
selected stocks. 

7. The created portfolio is assessed with a back-testing strategy. 

This paper is structured as follows. Section 6.2 provides a review of the related 
literature and describes the INTERCLASS-nB method. Section 6.3 presents how this 
method is exploited to address the stock selection problem. The results are shown in 
Sect. 6.4. Section 6.5 concludes the paper. 

6.2 Background 

This section begins by mentioning and briefly describing the most outstanding works 
related to this paper; later, the details of the multicriteria sorting method used are 
provided. 

6.2.1 Review of the Related Literature 

Determining the most convenient stocks from a large universe of options is defined 
as stock selection. There are many factors involved in defining this convenience. 
Common factors in the related literature come from fundamental analysis [7]. 

Fundamental analysis uses data that is regularly published by the organizations 
underlying the stocks. This data is used to calculate indicators that investors often 
use to evaluate stocks. Indicators are both qualitative and quantitative, and typically 
include information that allows investors to compare the indicators (which represent 
the actual value of organizations) with current stock prices. Therefore, if one of these 
indicators shows evidence that the stock is undervalued, then it supports the decision 
that the investor should support the stock. If a sufficiently large number of indicators
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provide such evidence, then the stock should be selected for investment. However, in 
practice, the decision is not straightforward since indicators do not usually provide 
evidence to reach the same conclusions. 

We found in the literature review that the most used fundamental indicators used 
during stock selection are the following [9, 10]. 

• Profitability. 
• Leverage. 
• Liquidity. 
• Efficiency. 
• Growth. 
• Solvency. 
• Operational efficiency. 

Several fundamental indicators were used in [7] for stock selection purposes. 
The indicators used in that work relied mainly on the price of the stocks and their 
relationship with the financial information published by the organizations underlying 
the stocks. The indicators used in that work are Debt to Equity, Price to Earnings, 
and Profit to Earn. Similarly, [11] used the Price to Earnings Ratio and New Loan to 
Market Capitalization ratios. As many as seventeen indicators were used in [10] for  
similar purposes. 

The literature shows that fundamental indicators are commonly used in combina-
tion with other types of information during stock selection. For example, technical 
analysis is employed to complement fundamental information. In [12, 13], eight tech-
nical indicators were used together with eight fundamental indicators [14] combined 
fundamental indicators with technical indices. On the other hand, price forecasting 
is also a very common approach used to complement fundamental analysis [9] used  
an artificial neural network approach to forecast stock prices and combined them 
with twelve fundamental indicators. 

Various stock selection methods have been employed, with notable ones including 
artificial neural networks, data envelopment analysis, evolutionary algorithms, senti-
ment analysis, and support vector machines [15]. In [16], data envelopment analysis is 
combined with multicriteria decision aiding theory for fund selection. Another study 
[17] introduces a novel three-stage network model in multiplier data envelopment 
analysis. In a different approach [18], a hybrid model between a feed-forward neural 
network and an adaptive neural fuzzy inference system is proposed. Additionally, 
a study [9] suggests using differential evolution to optimize an objective function 
based on historical prices, which in turn weights a set of indicators derived from 
fundamental analysis. Lastly, support vector machines are utilized in two studies 
[19, 20].
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6.2.2 The INTERCLASS-nB Method 

INTERCLASS-nB is a multicriteria sorting method that generalizes the most used 
sorting method within the MCDA theory, the so-called ELECTRE TRI-B. The main 
characteristics of INTERCLASS-nB are i) its ability to assign actions to ordered 
classes through multiple profiles in the limiting boundary of each pair of consecutive 
classes (as opposed to ELECTRE TRI-B, that can use only one), and ii) its capacity to 
cope with imprecision in the definition of its parameter values (through the so-called 
interval numbers). 

Imprecise, vague, or ill-defined values can be assigned to the parameters of 
INTERCLASS-nB to reflect situations where the decision maker does not want/ 
is not willing to engage in an arduous process to define these parameters, and/or 
when the information to define the impacts on the criteria (factors) is not precisely 
known. This is accomplished in INTERCLASS-nB through the concept of interval 
number. An interval number can be defined as a variety of values (in the form of 
interval) that an unknown quantity can achieve. Formally, let’s consider an amount 
r whose value is uncertain. The possible range of this value can be defined by its 
highest attainable value r+ and its lowest attainable value r−. This allows us to capture 
the variability and potential volatility of r within a bounded range, providing a clear 
framework to analyze its fluctuations between r+ and r−, respectively, r = [r−, r+] 
is called interval number of r. We use bold font to identify interval numbers. 

A = {a1, a2, a3, …} denotes the set of decision actions, while the collec-
tion of classes is denoted by Ck , k = 1, . . . ,  M , with Ck+1 being preferred 
to Ck . To differentiate the boundary between each pair of classes, a set Bk ={
bk,j; j = 1, . . . ,  card (Bk )

}
of limiting actions (profiles) bk,j is used, where 

{B0, B1, . . . ,  BM , BM+1} is the set of all the limiting profiles (B0, and BM+1 are 
composed of the anti-ideal and ideal actions, respectively). 

Consider δ and β stablished following the preferences of the decision maker. 
Given the assertion “x ∈ A dominates y ∈ A”, we denote its credibility as xD(α)y. 
The assertion “x dominates y” is accepted when xD(α)y ≥ δ. Similarly, the assertion 
“x is at least as good as y” is denoted by η(x, y). The assertion “x is at least as good 
as y” is accepted when η(x, y) ≥ β, and is denoted as xS(β)y. Furthermore, if xS(β)y 
is hold but yS(β)x does not, then it is said that “x is preferred to y”, which is denoted 
by xPr(δ, λ)y. The specific steps to calculate xD(α)y and η(x, y) are described in [4]. 
INTERCLASS-nB also exploits the following conditions to sort the actions in A into 
classes. 

The following conditions are imposed to INTERCLASS-nB for the method to 
fulfill consistency properties [4]: 

1. Ck is defined through a set of reference upper limiting profiles, Bk , and through 
a set of reference lower limiting profiles, Bk−1. It is assumed that all bk,j of Bk 

are in Ck+1. 
2. B0 (respectively, BM ) is composed of the anti-ideal (resp. the ideal) action. 
3. For all k, there is no pair (bk,j, bk,i) such that bk,j Pr(δ, λ)bk,i. 
4. For all (k, h) (h > k), there is no pair (bk,j, bh,i) such that bk,j Pr(δ, λ)bh,i.
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5. For all k and for each action w in Bk , there is at least one action z in Bk+1 such 
that zD(α)w (with α ≥ δ). 

6. For all k and for each action w in Bk+1, there is at least one action z in Bk such 
that wD(α)z (with α ≥ δ). 

Preferential relations can also be stablished between an individual action x and a 
set of profiles Bk as follows: 

xS(δ, λ)Bk ⇔ xS(δ, λ)w for any w ∈ Bk and there is no z ∈ Bk with zPr(δ, λ)x. 
BkS(δ, λ)x ⇔ wS(δ, λ)x for any w ∈ Bk and there is no z ∈ Bk with xPr(δ, λ)z. 
The assignment of alternatives to classes in INTERCLASS-nB is carried out 

through two interconnected methods: the pseudo-conjunctive and pseudo-disjunctive 
procedures. These procedures rely on the sets of profiles meeting specific conditions, 
as outlined previously. Here’s a closer look at how each procedure functions: 

• Pseudo-Conjunctive Procedure: This approach aims to ensure that an alternative 
satisfies a certain set of criteria, similar to a conjunctive evaluation. Only if the 
alternative meets the necessary conditions from the profiles will it be assigned to 
a corresponding class. 

• Pseudo-Disjunctive Procedure: In contrast, this method allows for more flexibility 
by assigning an alternative to a class if it meets any one of the specified conditions 
from the profiles, resembling a disjunctive evaluation. 

Both procedures work together to provide a comprehensive classification frame-
work, enabling accurate and balanced assignments to the appropriate classes. 

Pseudo-conjunctive procedure 

1. Compare x to Bk for k = M − 1, . . . ,  0, until the first value, k, such that 
xS(δ, λ)Bk ; 

2. Assign x to class Ck+1. 

Pseudo-disjunctive procedure 

1. Compare x to Bk for k = 1, . . . ,  M , until the first value, k, such that BkPr(δ, λ)x; 
2. Assign x to class Ck . 

For more details of this method, such as general steps, the step-by-step algo-
rithm, an optimization-based inference method for the INTERCLASS-nB, and other 
considerations, the reader is referred to [4]. 

6.3 Proposed Methodology 

The proposed methodology exploits the INTERCLASS-nB method to assign each 
element in a set of actions to preferentially ordered classes; then, creating a portfolio 
with the stocks that were assigned to the best class and supporting each of these with 
an equal amount of resources; finally, using a back-testing strategy to compare the 
results of the proposal with those of the benchmark approaches.
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This methodology is shown in Fig. 6.1 and described in the rest of this section. 
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6.3.1 Input Data 

The Standard and Poor’s 500 (S&P500) index is perhaps the most important stock 
benchmark worldwide, as it contains five hundred of the most representative compa-
nies of the United States of America. To perform the back-testing strategy, we used 
daily data for the last ninety business days. We use historical data provided by capi-
taliq.com about the stocks in the S&P500 index consisting of daily prices from March 
5 to July 14, 2021 (ninety periods). Such a platform allows us to access financial 
statements and ratios preparing the input data particularly by discarding missing 
information (as opposed to fulfilling it with artificial information). Sixty periods are 
used to “train” the model. Then, the multicriteria sorting method assigns the stocks 
in the period immediately after the sixty training periods to finally select the stocks 
of the best class. This is done in the form of a sliding window, so that the selection 
of stocks is performed in thirty different periods that represent different contexts and 
trends of the market (assessing robustness of the proposal). Capitaliq.com is partic-
ularly used for downloading and preparing the data, while the rest of the procedure 
is performed using basic tabular tools such as Excel. 

Table 6.1 provides a sample of the organizations in the S&P500.
Among the different options of fundamental factors used in the literature, given 

the complementarity of the information they provide, here we use the following 
factors based on the recommendations provided by [5, 9, 10, 13, 18]: 

1. Return on asset (RoA): indicates the profitability of the organization regarding its 
total assets. Provides an insight about the efficiency of the organization exploiting 
its assets to generate profits. It is calculated by dividing its net income by its total 
assets. 

2. Price to Earnings (PtE): measures the stock price of the organization regarding its 
earnings per share (that is, the profit of the organization divided by the outstanding 
shares of its common stock). Provides an insight about the relative value of the 
shares of the organization. 

3. Price to Book (PtB): indicates the price per share in the market regarding its book 
value. Provides an insight considering if the value of the organization is priced 
properly by the market. 

4. Price to Sales (PtS), indicates the price per share in the market regarding the 
revenue per share. Provides an insight about the stock price of an organization 
with respect to its revenues; that is, denotes the value that the market has puts on 
each dollar the organization has sold. 

5. Return on equity (RoE), indicates the efficiency of the organization in generating 
profits. It can be calculated as the net income of the organization divided by its 
average shareholder’s equity. 

Following the trend in the literature to combine multiple types of factors, in 
addition to these fundamental indicators that provide a wide range of perspectives 
regarding the financial situation of the organizations underlying the stocks, we use 
stock price forecasts based on more traditional estimations. We utilize an estimated
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Table 6.1 Organizations in the S&P500 index 

Constituents name Constituents Constituents name Constituents 

3M Company NYSE:MMM … … 

A. O. Smith Corporation NYSE:AOS Valero Energy 
Corporation 

NYSE:VLO 

Abbott Laboratories NYSE:ABT Ventas Inc. NYSE:VTR 

AbbVie Inc. NYSE:ABBV VeriSign Inc. NasdaqGS:VRSN 

Abiomed Inc. NasdaqGS:ABMD Verisk Analytics Inc. NasdaqGS:VRSK 

Accenture plc NYSE:ACN Verizon 
Communications Inc. 

NYSE:VZ 

Activision Blizzard Inc. NasdaqGS:ATVI Vertex Pharmaceuticals 
Incorporated 

NasdaqGS:VRTx 

Adobe Inc. NasdaqGS:ADBE ViacomCBS Inc. NasdaqGS:VIAC 

Advance Auto Parts Inc. NYSE:AAP Viatris Inc. NasdaqGS:VTRS 

Advanced Micro Devices 
Inc. 

NasdaqGS:AMD Visa Inc. NYSE:V 

Aflac Incorporated NYSE:AFL Vornado Realty Trust NYSE:VNO 

Agilent Technologies 
Inc. 

NYSE:A Vulcan Materials 
Company 

NYSE:VMC 

Air Products and 
Chemicals Inc. 

NYSE:APD W. R. Berkley 
Corporation 

NYSE:WRB 

Akamai Technologies 
Inc. 

NasdaqGS:AKAM W.W. Grainger Inc. NYSE:GWW 

Alaska Air Group Inc. NYSE:ALK Walgreens Boots 
Alliance Inc 

NasdaqGS:WBA 

Albemarle Corporation NYSE:ALB Walmart Inc. NYSE:WMT 

Alexandria Real Estate 
Equities Inc. 

NYSE:ARE Waste Management Inc. NYSE:WM 

Alexion Pharmaceuticals 
Inc. 

NasdaqGS:AL0N Waters Corporation NYSE:WAT 

Align Technology Inc. NasdaqGS:ALGN WEC Energy Group Inc. NYSE:WEC 

Allegion plc NYSE:ALLE Wells Fargo & Company NYSE:WFC 

Alliant Energy 
Corporation 

NasdaqGS:LNT Welltower Inc NYSE:WELL 

Alphabet Inc. NasdaqGS:GOOG West Pharmaceutical 
Services Inc. 

NYSE:WST 

Alphabet Inc. NasdaqGS:GOOG.L Western Digital 
Corporation 

NasdaqGS:WDC 

Altria Group Inc. NYSE:MO Westinghouse Air Brake 
Technologies 
Corporation 

NYSE:WAB 

Amazon.com Inc. NasdaqGS:AMZN WestRock Company NYSE:WRK 

Amcor plc NYSE:AMCR Weyerhaeuser Company NYSE:WY

(continued)
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Table 6.1 (continued)

Constituents name Constituents Constituents name Constituents

Ameren Corporation NYSE:AEE Whirlpool Corporation NYSE:WHR 

American Airlines Group 
Inc. 

NasdaqGS:AAL Willis Towers Watson 
Public Limited 
Company 

NasdaqGS:WLTW 

American Electric Power 
Company Inc. 

NasdaqGS:AEP Wynn Resorts Limited NasdaqGS:WYNN 

American Express 
Company 

NYSE:AxP Xcel Energy Inc. NasdaqGS:XEL 

… … Xilinx Inc NasdaqGS:XLNX

future return for each stock, calculated as the mean return over the most recent 
sixty periods, plus or minus three times the standard deviation of those returns. This 
approach captures the expected return along with its variability, providing a range 
that reflects potential fluctuations based on historical data. Here, we exploit the ability 
of INTERCLASS-nB to deal with parameters defined as interval numbers. This is 
particularly useful in this situation given the high complexity usually involved in 
forecasting the stock returns. 

Some of the factors mentioned above reflect information in various contexts. 
Following [1], we carry out an assessment of the factors to ensure that they can 
form a so-called coherent family of criteria. This way, the factors form a set of 
criteria that fulfill the properties of non-redundancy, completeness, and consistency. 
First, we confirmed that no criterion duplicates the function of another within the 
decision-making process. Each criterion should measure a unique aspect of the 
stocks, preventing any undue influence from overlapping measures. We achieved 
it by using factors that measure the quality of the stocks in different perspectives: 
forecasted returns, profitability, and company performance. Second, we ensured that 
the set of criteria covers all relevant aspects of the decision problem; in the context 
of this work, completeness refer to two basic aspects, i.e., fundamental analysis and 
forecasting factors. Finally, criteria are independent, meaning the evaluation of a 
stock under one criterion does not affect its evaluation under another. These criteria 
are normalized to [0,1] (except for the forecasted return) considering the last sixty 
historical periods of stock prices. Table 6.2 shows a sample for the most recent period 
considered in the experiments, July 14, 2021, which is part of the input used to assess 
the methodology.
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Table 6.2 Sample of the performance matrix for July 14, 2021 

Constituents name Constituents RoA PtE PtB PtS RoE 

3M Company NYSE:MMM 0.015 0.514 0.470 0.796 0.155 

A. O. Smith Corporation NYSE:AOS 0.668 0.393 0.851 0.746 0.730 

Abbott Laboratories NYSE:ABT 0.787 0.212 0.534 0.401 0.808 

AbbVie Inc. NYSE:ABBV 0.000 0.736 0.684 0.943 0.000 

Abiomed Inc. NasdaqGS:ABMD 0.013 0.374 0.463 0.482 0.000 

Accenture plc NYSE:ACN 0.170 1.000 1.000 1.000 0.194 

Activision Blizzard Inc. NasdaqGS:ATVI 0.102 0.259 0.338 0.244 0.000 

Adobe Inc. NasdaqGS:ADBE 0.973 1.000 1.000 1.000 0.017 

Advance Auto Parts Inc. NYSE:AAP 0.864 0.235 0.919 0.625 0.928 

Advanced Micro Devices 
Inc. 

NasdaqGS:AMD 0.763 0.626 0.739 0.615 0.264 

Aflac Incorporated NYSE:AFL 0.730 0.115 0.549 0.271 0.784 

Agilent Technologies Inc. NYSE:A 0.535 0.619 0.958 0.949 0.894 

Air Products and 
Chemicals Inc. 

NYSE:APD 0.024 0.579 0.538 0.425 0.000 

Akamai Technologies Inc. NasdaqGS:AKAM 0.036 0.823 0.857 0.850 0.000 

Alaska Air Group Inc. NYSE:ALK 0.197 0.000 0.000 0.352 0.000 

… … … … … … … 

Waste Management Inc. NYSE:WM 0.037 0.998 0.998 0.998 0.051 

Waters Corporation NYSE:WAT 0.073 1.000 1.000 1.000 0.000 

WEC Energy Group Inc. NYSE:WEC 0.090 0.282 0.331 0.231 0.000 

Wells Fargo & Company NYSE:WFC 1.000 0.000 1.000 0.000 1.000 

Welltower Inc. NYSE:WELL 0.068 1.000 1.000 1.000 0.000 

West Pharmaceutical 
Services Inc. 

NYSE:WST 0.799 0.696 0.961 0.951 0.904 

Western Digital 
Corporation 

NasdaqGS:WDC 0.786 0.065 0.440 0.489 0.650 

Westinghouse Air Brake 
Technologies Corporation 

NYSE:WAB 0.071 0.719 0.741 0.823 0.000 

WestRock Company NYSE:WRK 0.060 0.000 0.222 0.234 0.000 

Weyerhaeuser Company NYSE:WY 0.855 0.039 0.143 0.124 0.879 

Whirlpool Corporation NYSE:WHR 0.712 0.123 0.201 0.277 0.926 

Willis Towers Watson 
Public Limited Company 

NasdaqGS:WLTW 0.092 0.000 0.000 0.003 0.756 

Wynn Resorts Limited NasdaqGS:WYNN 0.874 0.000 0.816 0.120 0.000 

Xcel Energy Inc. NasdaqGS:XEL 0.095 0.380 0.564 0.262 0.000 

Xilinx Inc. NasdaqGS:XLNX 0.013 0.604 0.536 0.604 0.418
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6.3.2 Parameter Values 

Here, we describe the parameter values used to operationalize the proposed method-
ology. Please note that expert knowledge from the investors is simulated by deter-
mining parameter values from (1) the historical performances of the stocks, (2) 
preliminary experiments, and (3) the literature. 

Given the outstanding feature of INTERCLASS-nB to handle imprecise infor-
mation in the form of interval numbers, the cognitive effort imposed to the decision 
maker during the elicitation of parameter values is considerably reduced. Therefore, 
we assume that the decision maker is able and willing to provide such parameter 
values and that he/she can do it in a straightforward manner. 

6.3.2.1 Representing the Preference Model of the Decision Maker 

According to the discussion in Sect. 2.1 and the specific steps described in [4], 
INTERCLASS-nB requires the following parameters to be defined in order to 
reproduce the preference model of the decision maker: 

• A credibility threshold, δ, to establish clear preference relations. 
• A threshold, λ, to define a strong majority in the outranking relation. 

n criteria weights, wi (i = 1, 2, …, n), to denote the relative importance of the 
criteria. 

n indifference thresholds, qi, (i = 1, 2, …, n) to denote the maximum differences 
between criteria impacts such that the decision maker feels that the impacts are 
indifferent. 

n preference thresholds, pi, (i = 1, 2, …, n) to denote the minimum differences 
between criteria impacts such that the decision maker can discern which of the impact 
is preferred. 

n veto thresholds, vi, (i = 1, 2, …, n) to denote the minimum differences between 
the impacts of actions x and y on the ith criterion, say gi(x) and gi(y), such that the 
decision maker can veto the assertion “x is at least as good as y according to the ith 
criterion” when gi(y) − gi(x) ≥ vi. 

To evaluate the proposal, the following parameter values are utilized. The cred-
ibility threshold for establishing clear preference relations, δ, is set at 0.51. The 
threshold λ for defining a strong majority in the outranking relation is set between 
0.51 and 0.66. All criteria are assumed to have equal weight, with the threshold values 
reflecting that the criteria impacts are normalized to the range [0, 1]. The indifference 
thresholds are defined as [0, 0.1], the preference thresholds as [0.1, 0.2], and the veto 
thresholds as [0.5, 0.7]. As stated above, these values were set given the results from 
the historical performances of the stocks, some preliminary experiments, and the 
literature. Particularly, we have noticed from previous unstructured experiments on 
historical data that low values of δ and λ helped to obtain greater returns in the long 
term, while the (indifference, preference, and veto) thresholds are supported by the
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Table 6.3 Profiles used to represent the limiting boundaries between classes 

Boundary Return on 
asset 

Price to 
earnings 

Price to 
book 

Price to 
sales 

Return on 
equity 

Forecasted 
return 

B0 0 0 0 0 0 − 0.08 
B1 0.6 0.6 0.6 0.6 0.6 [0.2, 0.4] 

B2 1 1 1 1 1 0.10 

works [13, 21, 22]. Evidently, more structured experiments should be carried out to 
improve the performance of the proposal. However, this is out of the scope of this 
work, so the authors will address the topic as a future research line. 

6.3.2.2 Representing Limiting Boundaries Between Classes Through 
Reference Profiles 

Two classes were established for stock selection: the Discarded class (C1) and the 
Highly Recommended Stocks class (C2). The defining profiles at the boundaries of 
these classes are outlined in Table 6.3. The profile values were intuitively assigned 
given the ranges of criteria scores ([0,1] for the fundamental indicators and around 
0 for the average forecasted returns); particularly, such values denote convenience 
points characterizing the limiting boundaries between the classes. 

6.4 Results and Discussion 

As mentioned in Sect. 6.3, we consider daily data (for business days) of stocks in the 
S&P500 index for the time frame from March 5 to July 14, 2021 (ninety periods). 
In each of these periods, the fundamental indicators were derived from data for 
the immediately preceding quarter of the year, while the last sixty daily historical 
prices were used to forecast the stock’s return; later, this information was used to 
evaluate the stock and assign it to one of the classes. To carry out the buy and hold 
strategy (with a portfolio with equally distributed weights), only the stocks allocated 
to the highest class were selected. Below we discuss first the allocations made by the 
proposal and then the returns the portfolios achieved. 

6.4.1 Results of the Multicriteria Sorting Method 

The work of the multicriteria sorting method consists of processing the input data to 
evaluate each stock on the multiple criteria and assign it to a preferential class. Since 
we are only interested in the most outstanding stocks, we only have two classes, the
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Highly Recommended Stocks and the Discarded Stocks classes. Table 6.4 provides 
a sample of the assignments made by the method. For the period March 5, 2021. The 
complete set of results can be found in this link.

6.4.2 Returns of the Recommended Portfolios 

Table 6.5 presents a summary of the returns produced by the selected stocks (as 
classified by the INTERCLASS-nB method) for each of the thirty historical periods 
under consideration. The periods correspond to specific dates, and for each period, 
the performance of the recommended stocks is compared against a benchmark index. 
The table is structured to provide insights into the effectiveness of the stock selection 
methodology by showing the financial outcomes of following the proposed strategy 
versus market performance as represented by the benchmark.

The entries under both “Recommended Stocks” and “Benchmark Index” columns 
are percentage changes, reflecting the variation in investment value from the begin-
ning to the end of each period. Positive values indicate a gain, while negative values 
signify a loss. The comparison between these two columns is crucial for assessing 
the proposed stock selection methodology’s relative performance. It demonstrates 
whether the method consistently outperforms, matches, or underperforms against the 
market benchmark, providing a measure of its effectiveness and potential value to 
investors. 

Given the large number of stocks in the S&P500 index, the third column of 
Table 6.5 tends to show larger numbers than the second one. However, it can still be 
clearly appreciated that the selected stocks provide better overall returns. The mean 
return for the stocks in the index after the thirty periods is − 6.21%, while that of 
the selected stocks is − 0.28%. 

Another interesting result is that the summatory of the returns produced by the 
recommended stocks not necessarily follows the tendency (direction) of the market, 
which may be helpful in periods of general losses for the market. It is important to 
remark that the market presents high volatility. The concept of volatility (measured, 
for example, by the standard deviation) is a crucial indicator of the risk that the 
investor would be taking if he/she participates in a given portfolio of investment. The 
standard deviation of the summatory of returns of the stocks in the S&P500 index is 
373.80%, while that of the recommended stocks is 1.33%. 

6.5 Conclusions 

A novel way of selecting stocks through a multicriteria sorting method has been 
described and assessed. The main component of the proposed methodology is the 
so-called INTERCLASS-nB method. This method exploits the available information 
about the preferences of the decision maker to assign actions (the stocks) to predefined
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Table 6.5 Summary of the returns produced by the selected stocks in each of the thirty historical 
periods 

Period Recommended stocks (%) Benchmark index (%) 

5/3/2021 − 1.60 52.83 

8/3/2021 0.07 − 98.19 
9/3/2021 0.47 251.15 

10/3/2021 − 1.13 − 93.48 
11/3/2021 0.18 86.98 

12/3/2021 − 2.40 − 229.60 
15/3/2021 − 0.95 48.69 

16/3/2021 1.33 178.53 

17/3/2021 − 1.26 − 208.36 
18/3/2021 0.48 16.75 

19/3/2021 − 0.97 − 340.13 
22/3/2021 − 3.58 − 507.96 
23/3/2021 − 3.06 − 833.29 
24/3/2021 1.96 971.61 

25/3/2021 0.59 69.01 

26/3/2021 0.34 − 69.39 
29/3/2021 0.75 322.24 

30/3/2021 1.35 364.07 

31/3/2021 − 1.09 − 219.71 
1/4/2021 0.15 − 55.93 
5/4/2021 0.74 125.37 

6/4/2021 0.94 329.89 

7/4/2021 0.63 114.34 

8/4/2021 − 0.63 − 436.99 
9/4/2021 0.23 103.36 

12/4/2021 − 1.71 − 529.83 
13/4/2021 1.23 811.70 

14/4/2021 0.21 134.79 

15/4/2021 − 1.27 − 467.06 
16/4/2021 − 0.26 − 77.65

and preferentially ordered classes. The main characteristics of this method are that (1) 
it uses reference profiles at the limiting boundary between each pair of consecutive 
classes, (2) it fulfills all the consistency properties imposed on multicriteria sorting 
methods, (3) it is capable of incorporating imprecise data, vague or poorly defined 
preference information, so that obtaining the values of its parameters is relatively
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easy for the decision maker, (4) it can handle the effects of non-compensation and 
veto during the decision process. 

This work proposes to use the INTERCLASS-nB method to determine 
outstanding stocks based on a set of factors taken from the fundamental analysis 
(an approach that is widely used by practitioners) and the forecast of stock prices. 
According to the literature review, combining different types of information that 
describe the quality of the stocks is a common practice. Furthermore, we notice a 
strong tendency to incorporate information from these types of analyses since they 
tend to make it easier to find undervalued stocks (and, therefore, with high probability 
of increasing their price). However, considering multiple factors usually increases 
the complexity of the problem, so addressing this problem is not straightforward. 
The characteristics of the INTERCLASS-nB method allowed us to cope with the 
complexity of the problem. 

We assessed the proposal by simulating long-position investments with actual 
historical data (that is, a back-testing strategy) in stocks within the Standard and 
Poor’s 500 (S&P500) index. To perform the back-testing strategy, we used daily data 
for the last ninety business days. First, sixty periods are used for “training”, then 
the INTERCLASS-nB method assigns the stocks to the classes, so we can select 
the best classified stocks. This is performed in a sliding-window manner such that 
the selection of stocks is performed in thirty different periods representing different 
contexts and trends of the market, thus assessing robustness of the proposal. The 
results of the experiments showed that around ten percent of the stocks were assigned 
to the best category of stocks in each of the test periods. This is an important result 
because the stock selection phase (one of the stages of the overall management of 
stock portfolios) requires identifying a limited number of the best stocks. The actual 
return of the selected stocks is then compared to that of the stocks in the S&P500 
index. Table 6.5 shows that the proposal outperformed the market in most scenarios in 
the context of summary of returns and with respect to volatility and cumulative return. 
Therefore, we conclude that the proposed approach is adequate to be considered by 
practitioners. 

As can be seen in Table 6.4, INTERCLASS-nB only assigned around ten percent 
of the stocks to the best category (C2), which is mainly due to the high demand 
imposed through the profiles in the boundaries between pairs of classes. In general 
terms, a portfolio with fewer shares is more convenient to exercise better control and 
achieve lower levels of commissions. 

In future works, more experiments will be carried out to investigate the impact 
that such a requirement produces on the number of supported stocks. In any case, 
the decision maker can always provide the requirements and number of profiles with 
which he/she feels most comfortable. 

The proposal should be further assessed using other preference models to represent 
the different behaviors of decision makers. Particularly, different number of profiles 
per limiting boundary, different sets of fundamental factors, other ways of forecasting 
stock prices, and diverse factors coming from other types of sources (such as technical 
and sentimental analyses).
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Intelligent Optimization



Chapter 7 
Warm Starting Integer Programming 
for the Internet SHopping Optimization 
Problem with Multiple Item Units 
(ISHOP-U) 

Fernando Ornelas, Alejandro Santiago , José Antonio Castan Rocha , 
Salvador Ibarra Martínez , and Alejandro H. García 

Abstract In this discrete optimization work, we deal with Internet purchases that 
have become very popular and increased yearly. In this chapter, we study the Internet 
SHopping Optimization Problem with multiple item Units (ISHOP-U), a combina-
torial NP-hard variant of the original ISHOP that considers purchasing one or more 
units of a product in a set of products. We performed a warm start in an Integer 
programming model in CPLEX using as a starting point the best-found solutions 
from two evolutionary algorithms: A Cellular Genetic Algorithm (CGA), A Genetic 
Algorithm (GA), and a nature-inspired Water Cycle Algorithm (WCA) present in 
the state-of-the-art. The test setup is on.15 synthetic instances in the literature, where 
unit costs and delivery prices adhere to a random uniform distribution. The results 
were as follows: for instances with.10 products and.25 stores, the average difference 
in CPU ticks between a cold start and a warm start is .0.222 CPU ticks when using 
solutions constructed by a GA and a CGA. Additionally, the difference for solutions 
built by a WCA is .0.022 CPU ticks. 

Keywords Integer programming; Linear programming · ISHOP-U · Warm start ·
Cold start · CPLEX 
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7.1 Introduction 

A wide variety of everyday problems require obtaining the best possible solution, 
considering a set of criteria met, whether to obtain the maximum benefit or the lowest 
cost. The topic of this chapter is online shopping. We observe the activities involved 
and examine which have received special attention from the scientific community. 
For example, order picking represents around .60% of warehouse operating costs 
[ 20]. Given that speed is a crucial factor for customer satisfaction, researchers aim 
to reduce operating costs by optimizing the locations of certain products and then 
determining the fastest routes to complete an order. Assuming robots are used for 
order picking, they will follow the shortest routes, calculating the expense of situating 
a product as the sum of the most direct trajectories for all orders enumerated (e.g., 
[ 23, 35]). 

In mathematical optimization, when we focus on solving optimization problems 
where the variables can only take discrete values, we deal with integer programming 
(IP) problems, essentially planning problems with discrete values. IP is utilized in the 
deployment of shipping containers, with the goal of optimizing the quantity of goods 
loaded into a single transport unit. This involves considering rotation, dimensions, 
and stackability, where most products are similar. Delorme and Wagenaar [ 12] 
presents an integer programming model that accurately addresses this issue. The 
process involves the creation of item columns and proceeds with the resolution of 
a two-dimensional knapsack problem. The use of exact algorithms expedites the 
search process by capitalizing on the structure of the problem. The ultimate goal is 
to mitigate container loading issues. 

A subset of Integer Programming (IP) problems are the Integer Linear Program-
ming (ILP) problems, where the objective function and constraints incorporate only 
terms of the first degree, i.e., products of a variable by a real number. There are highly 
efficient algorithms for solving ILP problems, such as the simplex method, which 
relies on linear geometry and properties of systems of linear equations. In the context 
of developing new projects, budget and time problems are common, often caused by 
the complexity of project management. Most organizations tailor their project plans, 
resulting in suboptimal scheduling. This challenge is known as Resource-Constrained 
Project Scheduling (RCPS), which aims to reduce project time and costs. In [ 26], an 
ILP develops that incorporates person-based metrics, allows manual schedule adjust-
ments to address unforeseen needs, and employs a sequential approach by dividing a 
group of projects into smaller subgroups. The aim is to mitigate problem complexity 
and provide quality solutions for each subgroup. 

Mixed-integer linear Programming (MILP) is a commonly used subset of Integer 
Programming (IP). It deals with linear problems where the decision variables might 
be fractional. Both the objective function and constraints in MILP can contain linear 
terms with coefficients that are either integers or fractions. Some examples of MILP 
problems in the literature are last-mile delivery problems, which refer to the logistical 
challenge of delivering products from a warehouse or store to a customer’s address. 
These problems are characterized by high delivery costs, a lack of transparency
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throughout the process, interrupted order tracking, multiple delivery attempts, and 
inefficient routing. Munoz-Villamizar et al. [ 30] suggests a metaheuristic method that 
utilizes the Tabu Search algorithm. This approach tackles large-scale issues in tandem 
with a Mixed Integer Linear Programming (MILP) model. The model takes into 
account future demand and a cost framework to determine which deliveries should 
be immediate and which should be delayed. The delivery using unmanned aerial 
vehicles (UAVs), commonly known as drones, has generated special interest due to 
their environmental friendliness, shorter delivery times, and ability to reach remote 
areas. In [ 29], where drone usage is restricted solely to package delivery, prioritizing 
cost over route length, a Mixed Integer Linear Program (MILP) model accompanied 
by a collection of valid inequalities is presented. In all the cases examined, it is 
demonstrated that the use of drones is a promising option for last-mile delivery. 

Nowadays, online purchasing has become a titanic task due to the vast number 
of suppliers for the same products and the multitude of purchasing combinations. 
Computational systems for automating online purchases can assist with this laborious 
task and reduce costs for buyers/companies by exploring store/product combinations. 
This chapter carries out the first exact implementation of a cold-start ISHOP-U 
integer programming model. Additionally, tests are conducted on the same integer 
programming model using the first warm start proposal to address the ISHOP-U 
problem in CPLEX. Currently, there is no analysis of when it is advisable to use a 
warm start versus a cold start within the state of the art. Warm start techniques offer 
a potential solution to obtaining optimal solutions within limited computational time 
budgets. 

Few articles have been written about the problem of online shopping using exact 
methods. A description of these methods can be found in the Sect. 7.2. In the case 
of ISHOP-U in the current field, no work exists regarding exact methods for the 
problem of Internet Shopping with multiple units (ISHOP-U). Therefore, this work 
would be the first of its kind in the state of the art. This study compares initiating 
the exact solution from a warm start (given initial solutions) versus a cold start 
(without any initial solution). The initial solutions are obtained from the most recent 
solution algorithms in the latest advancements, which can be found in [ 36]. The 
initial solution-generating algorithms include a cellular genetic algorithm, a genetic 
algorithm, and a water cycle algorithm. 

ISHOP-U is an NP-Hard problem, which means that finding the optimal solution 
to this problem in polynomial time is impossible. Consequently, computing solutions 
become infeasible as the problem size significantly increases, leading to exponential 
computation times. The instances used in this study are described in the Sect. 7.5.1. 
Problems belonging to the NP-Hard class interest the scientific community because 
they are considered the most challenging problems. An efficient solution for this 
problem has not been found, which justifies further research and developing new 
solution methods. In the literature, various integer programming problems fall into the 
NP-Hard class. Some examples include the set cover problem [ 27] and the knapsack 
problem [ 15]. 

Our main contribution in this chapter is conducting an empirical study com-
paring the performance of cold start versus warm start approaches for the Internet
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Shopping Optimization Problem with Multiple Item Units (ISHOP-U). This study 
provides insights into specific scenarios where a warm start is beneficial and when it 
is not. Our experimental results and conclusions highlight these cases. Here is how 
the chapter is structured: Sect. 7.2 provides information on related studies that are 
relevant. Section 7.3 describes the Integer Linear Programming model. Section 7.4 
presents a solution representation. Section 7.5 details the test setup. Section 7.6 
displays our quantitative results. Section 7.7 presents our graphic results. Finally, 
Sect. 7.8 presents our conclusions. 

7.2 Related Studies 

The internet has entirely transformed the way we shop. Many people enjoy buying 
products on the internet these days. More online stores lead to greater competition, 
which lowers the prices of items. This makes products more affordable for customers 
and aligns with the business-to-consumer model. The above can result in feeling over-
whelmed by the purchase process due to the large number of stores and delivery costs. 
One of the first efforts to solve this problem was intelligent software agents by Tolle 
and Chen [ 43]. These agents collect deals from various online stores and arrange them 
according to customers’ needs. Later, Kwon and Sadeh suggested a method of online 
shopping that is aware of the context and allows for comparisons [ 21]. However, it 
had a downside: their method aimed to buy only a single item. This type of research 
led to the development of price comparison sites. Since platforms are commercial 
projects, they often prioritize maximizing revenue by guiding customers towards spe-
cific online retailers playing the role of recommender systems [ 39]. An unintended 
consequence of the previously mentioned issue is a decrease in customer trust. 

Internet Shopping Optimization Problem (ISHOP) was proposed as an alternative 
to price comparison sites by Blazewicz [ 5] and then expanded in [ 3, 4]. The main idea 
is that the user creates a list of required items, and considering unit prices and delivery 
costs in a given set of stores, the algorithm chooses the cheapest solution, moving 
away from buying a single item as happens with the price comparators. This prob-
lem is addressed through two approaches, exact methods and heuristics, to develop 
satisfactory solutions. Exact methods guarantee that we find the optimum solution 
and are very useful when instances are not on a large scale. Conversely, heuristics 
allow us to find approximations to the optimum. In the state-of-art, we can see the 
implementation of both methods, as seen in [ 3, 4, 32, 33] where a Branch and Bound 
exact method developed according to literature [ 22] and then compared to heuristics. 
In the same way, López-Lóces [ 24] uses exact methods but employs an Integer Linear 
Programming Model (ILP) using IBM CPLEX optimization software [ 42]. 

ILP has been extensively utilized in the literature to solve a large number of 
problems, such as the Financial Budget of Universities in China [ 11] to analyze and 
optimize factors such as resource allocation, cost estimation, risk assessment, and 
scheduling for the execution of construction projects. The constructed model uses a 
Neural Network with ILP-based Combinatorial Optimization.
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In like manner, in an airport for tactical flight rescheduling in Paris [ 41] if travelers  
cannot board their plane due to disruptions like subway closures or other disruptive 
events, understanding passenger delays helps in deciding to delay the flight depar-
ture, thus minimizing the number of passengers left stranded. They proposed a linear 
formulation of the problem, which allows for an exact solution approach using com-
mercial software for solving Integer Linear Programming (ILP) models. 

In the same way, the strategic placement of store branches [ 37] in Ahvaz, Iran, 
reduces costs and distance between stores and customers, as well as commute dis-
tances for employees to reach their workplace. A model based on integer linear 
programming proposes to divide a specific area within the city of Ahvaz into various 
scenarios. The aim is to determine the ideal number of stores while also managing 
the distance between operational stores. 

In the search for the optimal solution, researchers implement an integer linear 
programming model, as shown above, in a solver. It is possible to provide hints to 
assist in finding an initial solution. These hints can include known variables and 
values, referred to as warm or advanced start. A warm start may be a feasible, infea-
sible, or incomplete solution. In the literature, we can find examples that use warm 
start, such as [ 7] presented a branch-and-cut algorithm to solve last-mile delivery 
logistics, which is the movement of orders from a distribution center to their final 
destinations, as they connect shippers, customers, and independent carriers to fulfill 
delivery requests, with a warm start heuristic to speed up the process. In a similar vein, 
[ 34] introduced an Automated Logistic Regression Solution Framework (ALRSF). 
This framework tackles the problem of best subset selection in logistic regression. It 
solves a mixed integer programming (MIP) formulation and employs a warm start 
for efficiency, allowing the solution in one iteration to be the entry point in the next 
iteration. 

Now, we will present the work carried out in recent years. In 2020, an evolutionary 
approach was introduced using a genetic algorithm to address the ISHOP in [ 44], 
proposing shopping portals along with the products in stock at the shopping portal at 
a minimum price. A dataset with ten products in twenty shopping portals was used. 
In this work, the user sends a shopping list from their mobile device to a remote 
server that performs the calculations and returns a response. 

In 2021, a robust optimization model applied to ISHOP in [ 8] that allows us to 
make decisions in fluctuating environments. The discussion focuses on obtaining 
an upper delivery time limit through an optimization model. When the delivery 
time is inconsistent, they depict the uncertainty as a problem of maximum flow that 
includes cyclical demand for the study. In addition, they take into account polyhedral 
uncertainty when setting up the adjustable robust counterpart optimization model. 

In 2022, a bibliometric analysis of the literature was carried out along with a 
PRISMA meta-analysis [ 25], which allows for transparent reporting on why the 
review was conducted, what methods were used, and what the researchers found 
about the contributions to ISHOP. It highlights an annual research growth rate of 
11.61% for the ISHOP.
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In 2023, another study was conducted; this one focused on the proposed models 
and their solution methods. The following models are detailed in [28], which analyzes 
the following works. The proposed solution is an Internet shopping optimization 
problem with shipping costs. The proposed MinMin heuristic algorithm [24] traverses 
each shop, assigns a product, and checks if it reduces the overall expenditure. A 
cellular processing metaheuristic that works in parallel is also proposed, as well as a 
genetic algorithm [ 44], a water cycle algorithm [ 40], and a memetic algorithm-based 
metaheuristic [ 17]. Another model is the Internet shopping optimization problem 
with shipping costs and discounts, assuming all products are available in all stores. 
This model is limited as only one product of the same type can be purchased. The 
model first appeared in [ 32]. Simple heuristics were also proposed to solve it in [ 6], 
and it was modified by associating it with the facility location problem. In addition, 
a Tabu search and simulated annealing are proposed in [ 19]. Taking into account 
specific factors in the process of making choices, such as quantity, product weight, 
and availability. Other mentioned variants are the Internet Shopping Optimization 
Problem with price-sensitive discounts [ 3], where metaheuristics based on the cellular 
optimization process and a new greedy algorithm are considered, and the Trustworthy 
online shopping with price impact [ 31] in which a trust factor uses for cases where 
market reputation is important. 

Finally, the Internet Shopping Optimization Problem with delivery constraints 
[ 10] is described, which is a bi-objective problem that considers time constraints 
and purchase cost, two heuristics proposed to obtain the optimal Pareto set. Also, 
in that same year, 2023, the Benders decomposition method [ 18] is proposed on a 
robust optimization model [ 1] that is treated in [ 9]. The case studies were applied to 
five products purchased from six stores by partitioning them into small subproblems 
since it is easier to solve computational calculations. Finally, in [ 14], a new solution 
method is presented that seeks to minimize each product’s total cost and delivery time 
by applying two heuristics and achieving an Approximate Pareto Front (APF). They 
propose a decomposition-based algorithm as a solution to tackle the bi-objective 
optimization problem in online shopping. 

In this chapter, we delve into the Internet SHopping Optimization Problem with 
multiple item Units (ISHOP-U), a particulary challending variant of the ISHOP. 
This version of the problem arises in scenarios where acquiring multiple units of a 
particular product is necessary. To tackle this complex problem, we applied both exact 
and heuristic approaches. Specifically, we compared the Integer Programming Model 
for the ISHOP-U, implemented in IBM CPLEX optimization software, using a warm 
strategy vs a cold start, the warm start employing the best solutions produced by the 
algorithms in [ 36] as initial bounds. That is, starting from the best results obtained by 
a pair of evolutionary algorithms, a Genetic Algorithm (GA) [ 16], a Cellular Genetic 
Algorithm (CGA) [ 2], and a nature-inspired Water Cycle Algorithm (WCA) [ 13] in  
the state-of-the-art.
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7.3 Integer Programming Model of the ISHOP-U 

This section describes the Internet SHopping Optimization Problem with multiple 
item Units (ISHOP-U) that we implement in the CPLEX IBM optimization software 
as an Integer Programming problem. 

7.3.1 ISHOP-U Mathematical Model 

The fundamental components of the mathematical model include a collection of 
necessary quantities .L = {l1, l2, .., ln} for purchasing . n products where . lk signifies 
the quantity of product. k to be purchased; an availability matrix. A = {a1,1, ..., ai, j , ...,
am,n} for . n products across .m stores where each element .ai, j specifies that store . i
has . j accessible product units; a viable candidate solution . S where each element 
.si, j denotes the quantity of product . j to be purchased from store . i , a unit cost 
matrix .C where each element .ci, j signifies the unit cost of product . j in store . i ; a  
collection of delivery fees.D = {d1, d2, ..., dm} for. m stores. The following represents 
the minimization problem model for the ISHOP-U objective function: 

.F(S) =
m∑

i=1

⎛

⎝
n∑

j=1

si, j ci, j + yidi

⎞

⎠ (7.1) 

7.3.2 Constraints 

.yi is a binary variable from the ISHOP-U Model, .yi returns one when a product 
or more products are bought, regardless of the amount, from the store . i and . zero
otherwise as Eq. (7.2) indicates. 

Subject to 

.yi =
⎧
⎨

⎩
1,

n∑
j=1

si, j /= 0

0, otherwise
(7.2) 

.si, j ≤ ai, j (7.3) 

.

m∑

i=1

si, j = l j (7.4)
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In Eq. (7.3), the.si, j values of the candidate solution. S cannot take a value greater 
than .ai, j value of the availability matrix. For this constraint, the product must be 
available in a given set of stores. Finally, the last constraint in Eq. (7.4) guarantees 
to buy the required number of units per product. 

7.4 ISHOP-U Numerical Example 

This part provides a numerical illustration of the ISHOP-U problem. In this example, 
five items are labeled from V to Z. Table 7.1 presents the units available at each store, 
and Table 7.2 displays the unit costs and delivery fees. 

It’s necessary to understand the number of item units needed per product. Table 7.3 
displays the units we need to purchase. 

Being aware of availability, requirements, and their unit price of units, the solution 
design formulation can be like Table 7.4. 

Table 7.1 Available items offered in the five internet stores 

Stores V W X Y Z 

1 2 3 7 9 6 

2 6 4 8 3 2 

3 4 2 3 4 5 

Table 7.2 Unit cost and delivery offered by five internet stores 

Stores V W X Y Z Delivery 

1 24 40 29 48 57 15 

2 18 45 20 57 53 10 

3 22 42 17 55 44 15 

Table 7.3 Unit cost and delivery fees provided by five online retailers 

V W X Y Z 

Units 7 2 4 8 6 

Table 7.4 Feasible candidate solution 

Stores V W X Y Z 

1 0 2 0 8 0 

2 6 0 1 0 1 

3 1 0 3 0 5
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Finally, We compute the multiplication of the unit price and the units allocated to 
the store, and then add the aggregate of the delivery costs for each store, considering 
that The delivery fee is assigned a single time if multiple products come from the 
same shop. The objective value of this numerical example is 978. 

7.5 Test Setup 

This section outlines the collection of instances (Sect. 7.5.1), nature-inspired and evo-
lutionary algorithms used (Sect. 7.5.2), and the computational experiments 
(Sect. 7.5.3). 

7.5.1 Synthetic Instances 

To evaluate the warm start, we use a set of 3 different sizes of uniform synthetic 
instances of the original ISHOP-U., a small subset of 5 instances (10 products with 
25 stores), a medium subset of 5 instances (25 products with 50 stores), and a large 
subset of 5 instances (50 products with 100 stores). The unit price varies in the 
interval [5,50], and delivery prices vary in the range of [0,10]. Instances available at 
https://github.com/Fernando-Ornelas/IShopUWarmStart/tree/main/ISHOP-U. 

7.5.2 Nature-Inspired and Evolutionary Algorithms 

To analyze the warm starting, we use evolutionary algorithms (GA and CGA), 
choosing the optimal configuration as documented in the latest research [ 36] 
(.pr = 1.0, pm = 0.05). The population equals 100 individuals with a stop condi-
tion equivalent to 250 generations. Moreover, We use the Water Cycle Algorithm 
[ 13], the Ali Sadollah (2022), Unconstrained Discrete version 2 serves as the founda-
tion for ISHOP-U implementation [ 38]. The parameter configurations are adjusted 
following the author’s suggestions. 

7.5.3 Computational Experiments 

Computational experiments use the best-found solution from 30 independent runs 
for all the considered algorithms. The experimental computer is an Alienware 
M14. × 2.4Ghz Intel Core i7 with 16GB of RAM. The CPU time in CPU ticks is 
the average of the 30 independent executions. The computer was not executing 
other algorithms or applications, except for the boot ones in the Windows 10 pro

https://github.com/Fernando-Ornelas/IShopUWarmStart/tree/main/ISHOP-U
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operating system. The algorithm’s implementation was under Java, and the Inte-
ger programming model was on the OPL (Optimization programming language) 
from IBM ILOG CPLEX Studio 22.1.0. The warm start experiment over the inter-
active optimizer 22.1.0.0. Code available in https://github.com/Fernando-Ornelas/ 
IShopUWarmStart. 

7.6 Quantitative Results 

This section presents the comparative results of the IP model described in 7.3.1 and 
the evolutionary algorithms: Cellular Genetic Algorithm (CGA), Genetic Algorithm 
(GA), and a nature-inspired Water Cycle Algorithm (WCA) for the 15 uniform 
instances present in the literature as is described in 7.5.2. Table 7.5 shows the average 
time of 30 independent executions in IBM CPLEX Interactive optimizer 22.1.0.0 
measured in CPU ticks, highlighting the best average times in light gray. In the 
first column, we can observe the cold execution of the IP model in CPLEX. In the 
remaining columns, the warm start execution of the model employs the best solution 
derived from the methods mentioned above. The GA and CGA algorithms achieve 
the best warm start performance for instances of 10 products and 25 stores. For the 
rest of the instances, the cold start outperforms. The equal CPU ticks between GA 
and CGA are because both evolutionary algorithms possess identical computational 
complexity .O(nm) for both the crossover and mutation operators. 

Table 7.5 Average times for CPLEX warm started by GA, CGA, WCA and CPLEX cold start 

Instance CPLEX GA CGA WCA 

UniformS1 4.55 4.19 4.19 4.49 

UniformS2 3.94 3.85 3.85 3.93 

UniformS3 4.18 4.04 4.04 4.16 

UniformS4 4.71 4.45 4.45 4.69 

UniformS5 4.78 4.52 4.52 4.78 

UniformM1 13.56 15.70 15.70 15.70 

UniformM2 10.83 12.96 12.96 12.96 

UniformM3 11.43 13.55 13.55 13.55 

UniformM4 11.16 13.30 13.30 13.30 

UniformM5 10.80 12.94 12.94 12.94 

UniformL1 65.25 71.97 72.95 72.81 

UniformL2 64.45 71.75 72.61 73.89 

UniformL3 77.07 88.37 88.41 94.98 

UniformL4 55.37 66.63 66.63 80.94 

UniformL5 50.14 57.88 57.88 58.02

https://github.com/Fernando-Ornelas/IShopUWarmStart
https://github.com/Fernando-Ornelas/IShopUWarmStart
https://github.com/Fernando-Ornelas/IShopUWarmStart
https://github.com/Fernando-Ornelas/IShopUWarmStart
https://github.com/Fernando-Ornelas/IShopUWarmStart
https://github.com/Fernando-Ornelas/IShopUWarmStart
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Table 7.6 Objective values 

Instance CPLEX GA CGA WCA 

UniformS1 447.20 447.20 447.20 494.08 

UniformS2 447.22 447.22 477.22 476.57 

UniformS3 524.25 524.25 524.25 594.05 

UniformS4 462.92 462.92 462.92 507.81 

UniformS5 489.62 489.62 489.62 529.50 

UniformM1 2164.58 3289.45 3442.83 3634.32 

UniformM2 3069.90 4526.51 4730.03 5039.40 

UniformM3 3248.58 5083.37 5345.31 5463.01 

UniformM4 3259.24 4929.07 5157.62 5140.60 

UniformM5 3536.99 5234.01 5506.20 5835.63 

UniformL1 9110.89 25174.45 25238.80 23871.20 

UniformL2 8072.24 21472.10 21473.02 20630.38 

UniformL3 7554.83 20817.67 21195.73 19892.48 

UniformL4 8846.62 23001.14 23964.49 22336.05 

UniformL5 8351.03 22916.85 23722.15 22917.44 

In Table 7.6, the optimal time obtained by CPLEX is displayed in the first column. 
The time the algorithms obtain is in the remaining columns (CPU ticks units). 

The CPLEX interactive optimizer uses the representation of matrix S in an mst 
file, equivalent to the initial solution in the warm start. The best result is emphasized 
in dark gray, while the second-best result is light gray for each row. 

Subsequently, Table 7.7 presents the approximation factor for the analyzed warm 
starts by the evolutionary algorithms and a nature-inspired algorithm. It refers 
to the correlation between the solution’s value, which the approximation algo-
rithm achieves, and the optimal solution’s value. The approximation factor is 
.ρ = F(x)/F(X)∗, where .F(x) represents the solution found by the approximation 
and .F(X)∗ denotes the optimal solution, providing an insight into how much the 
obtained solution deviates from the global optimum. A small approximation factor 
indicates that the algorithm produces solutions close to the optimum, while a large 
one indicates that the algorithm may produce significantly worse solutions than the 
optimum. The table highlights the minor approximation factors obtained by the warm 
starts. 

Furthermore, a Wilcoxon Signed-Rank Test is presented, which evaluates whether 
a significant difference exists between the values of two related samples. It compares 
whether the differences between paired data follow a symmetric distribution, mean-
ing there are equal values to the right and left of the median. Consequently, there are 
the same number of positive and negative signed deviations around a central value. 
A significant result in the Wilcoxon Signed-Rank Test indicates a low probability 
that the difference between the two samples is due to chance. Conversely, if no sig-
nificant difference exists, the samples are equivalent. Table 7.8 shows the statistical
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Table 7.7 Approximation factor 

Instance CPLEX + GA CPLEX + CGA CPLEX + WCA 

UniformS1 1.00 1.00 1.10 

UniformS2 1.00 1.07 1.07 

UniformS3 1.00 1.00 1.13 

UniformS4 1.00 1.00 1.10 

UniformS5 1.00 1.00 1.08 

UniformM1 1.52 1.59 1.68 

UniformM2 1.47 1.54 1.64 

UniformM3 1.56 1.65 1.68 

UniformM4 1.51 1.58 1.58 

UniformM5 1.48 1.56 1.65 

UniformL1 2.76 2.77 2.62 

UniformL2 2.66 2.66 2.56 

UniformL3 2.76 2.81 2.63 

UniformL4 2.60 2.71 2.52 

UniformL5 2.74 2.84 2.74 

Table 7.8 Wilcoxon test for statistical significance over CPU time (p-value.< 0.05) 

Instance ColdStart/WarmGA ColdStart/WarmCGA ColdStart/WarmWCA 

UniformS1 Yes Yes Yes 

UniformS2 Yes Yes Yes 

UniformS3 Yes Yes Yes 

UniformS4 Yes Yes Yes 

UniformS5 Yes Yes No 

UniformM1 Yes Yes Yes 

UniformM2 Yes Yes Yes 

UniformM3 Yes Yes Yes 

UniformM4 Yes Yes Yes 

UniformM5 Yes Yes Yes 

UniformL1 Yes Yes Yes 

UniformL2 Yes Yes Yes 

UniformL3 Yes Yes Yes 

UniformL4 Yes Yes Yes 

UniformL5 Yes Yes Yes 

significance test related to CPU time. No significant differences were found for the 
Uniform instance S5 when comparing cold start versus warm start initiated with the 
WCA algorithm. However, significant differences were observed in all other cases 
regarding the generated times.
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Table 7.9 Wilcoxon Test for statistical significance over objective values (p-value.< 0.05) 

Instance ColdStart/WarmGA ColdStart/WarmCGA ColdStart/WarmWCA 

UniformS1 No No Yes 

UniformS2 No Yes Yes 

UniformS3 Yes Yes Yes 

UniformS4 No Yes Yes 

UniformS5 No Yes Yes 

UniformM1 Yes Yes Yes 

UniformM2 Yes Yes Yes 

UniformM3 Yes Yes Yes 

UniformM4 Yes Yes Yes 

UniformM5 Yes Yes Yes 

UniformL1 Yes Yes Yes 

UniformL2 Yes Yes Yes 

UniformL3 Yes Yes Yes 

UniformL4 Yes Yes Yes 

UniformL5 Yes Yes Yes 

Finally, in Table 7.9, No statistical significance was found in the differences of 
objective values for the Uniform instances UniformS1, UniformS2, UniformS4, and 
UniformS5 regarding cold start versus the warm start of both the GA and the CGA, 
specifically in the case of instance S1. However, significant differences were observed 
in all other cases. 

Three conditions exist to determine whether it is advisable to apply a warm start: 
(1) there is a significant difference in CPU time. (2) There appears to be no substantial 
variation in the objective value. (3) That the CPU time of the warm start is less than 
the time it takes for the cold start. The result was that a warm start GA for instances 
UniformS1, UniformS2, UniformS4, and UniformS5 is advisable. In addition, a 
warm start CGA, such as UniformS1, is advisable. 

7.7 Graphic Results 

In Fig. 7.1, section (a) depicts the average time CPLEX takes to optimize small 
instances after .30 executions. Notably, for the UniformS. 1 instance, both GA and 
CGA warm starts exhibit a difference of .0.36 CPU ticks compared to cold starts. 
Similarly, for UniformS2, the warm starts of GA and CGA show a difference of. 0.09
CPU ticks. In the case of UniformS. 3, a difference of.0.14 CPU ticks is observed. For 
UniformS. 4 and UniformS. 5, the warm starts of GA and CGA present a difference of 
.0.26 compared to cold starts. Moving to section (b), we notice that for UniformM. 1, 
UniformM. 4, and UniformM. 5, cold starts have a difference of .2.14 CPU ticks com-
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Fig. 7.1 Graphical results in CPU ticks time, a five small instances, b five medium instances, c 
five large instances 

pared to GA and CGA. However, for UniformM. 2 and UniformM. 3, the difference 
between cold starts reduces to .2.13 and .2.12 CPU ticks relative to GA and CGA. 
Finally, in section (c), the best start strategy is the cold start, which exhibits a differ-
ence of .6.72, .7.3, and .11.3 CPU ticks for UniformL. 1, UniformL. 2, and UniformL. 3
instances, respectively, compared to GA. Additionally, for GA and CGA, the differ-
ence is .11.26 and .7.74 CPU ticks, respectively. Another point to highlight is that as 
the instance size increases, its CPU time also increases. Additionally, we can observe 
that cold start tends to improve with larger instance sizes. 

Subsequently, Fig. 7.2, section (a) presents the optimal value obtained by CPLEX, 
GA, and CGA for the small instances with a difference of.46.88,.29.35,.69.80,.44.89, 
and .39.88 for instances UniformS. 1, UniformS. 2, UniformS. 3, UniformS. 4, and Uni-
formS. 5 respectively in purchase cost obtained by WCA versus the optimal value of 
the instance. For section (b), the optimal value obtained by CPLEX and the high-
est objective function value obtained by WCA for the medium instances shows a 
difference of .1, 469.74, .1, 969.50, .2, 214.43, .1, 881.36, and .2, 298.64 for instances 
UniformM. 1, UniformM. 2, UniformM. 3, UniformM. 4, and UniformM. 5 in the given 
order in total purchase cost. Finally, for section (c), the first column exposes the 
optimal value obtained by CPLEX. It compares it with the highest objective func-
tion value obtained by CGA for the large instances with a disparity of .16, 127.91, 
.13, 400.78, .13, 640.90, .15, 117.87, and .15, 371.12 for instances UniformL. 1, Uni-
formL. 2, UniformL. 3, UniformL. 4, UniformL. 5 for the purchase cost.
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Fig. 7.2 Graphical results in purchase cost, a five small instances, b five medium instances, c five 
large instances 

7.8 Discusion and Conclusion 

In this work, we developed an Integer Programming model in CPLEX for ISHOP-U. 
Subsequently, we conducted 30 independent executions of two evolutionary algo-
rithms, GA, CGA, and a nature-inspired WCA, for five small, medium, and large 
instances. We obtained their best-found solution, which became a warm start to the 
CPLEX mst file. The mst file constitutes a warm start for each instance and each 
algorithm. We performed 30 independent executions of the warm starts for each 
instance/algorithm best-found solution and 30 cold starts, obtaining the average exe-
cution time in CPU ticks. The objective values from which the warm start begins 
are presented, along with an approximation factor indicating how far the solution 
deviates from the global optimum. The initial solutions in the warm start with an 
approximation factor higher than .ρ = 1.07 result in a higher CPU time than a cold 
start. We can highlight that a warm start can help reduce the calculation time as it 
starts from an established solution. However, without having a solution close to the 
optimum, the predefined solution could increase search time. On the other hand, a 
cold start does not use any previous solution, which can cause the search process 
to be slower as it is necessary to explore the entire solution space. This study is 
limited to the algorithms present in the state of the art for ISHOP-U. Future research 
directions are described below. It is interesting to consider new solution methods for 
the warm start using heuristics and metaheuristics. In addition, a hybridized heuristic 
approach with exact methods.



174 F. Ornelas et al.

Acknowledgements Alejandro Santiago would like to thank CONAHCYT Mexico for the SNII 
salary award. 

References 

1. Agustini, R.A., Chaerani, D., Hertini, E.: Adjustable robust counterpart optimization model 
for maximum flow problems with box uncertainty. World Scient. News 141, 91–102 (2020) 

2. Alba, E., Dorronsoro, B.: Introduction to Cellular Genetic Algorithms, pp. 3–20. Springer US, 
Boston, MA (2008). https://doi.org/10.1007/978-0-387-77610-1_1 

3. Blazewicz, J., Bouvry, P., Kovalyov, M.Y., Musial, J.: Internet shopping with price sensitive 
discounts. 4OR 12, 35–48 (2014). https://doi.org/10.1007/s10288-013-0230-7 

4. Blazewicz, J., Cheriere, N., Dutot, P.F., Musial, J., Trystram, D.: Novel dual discounting func-
tions for the internet shopping optimization problem: new algorithms. J. Schedul. 19, 245–255 
(2016). https://doi.org/10.1007/s10951-014-0390-0 

5. Blazewicz, J., Kovalyov, M., Musial, J., Urbanski, A., Wojciechowski, A.: Internet shopping 
optimization problem. Int. J. Appl. Math. Comp. Sci., 385–390 (2010). https://doi.org/10.2478/ 
v10006-010-0028-0 
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Chapter 8 
Hybrid Genetic Algorithm Based 
on Machine Learning and Fitness 
Function Estimation Proposal 
for Ground Vehicle and Drone 
Cooperative Delivery Problem 

Muhammed Mirac Özer 

Abstract In this study, the development of a hybrid genetic algorithm, integrating 
machine learning and function estimation, presents a novel approach to address the 
simultaneous intervention challenge involving unmanned ground vehicles (UGVs) 
and unmanned aerial vehicles (UAVs). The adaptability of this hybrid genetic algo-
rithm confers a notable advantage in managing drone scenarios. Notably, this work 
constitutes the inaugural attempt in the literature to devise an exact solution for the 
concurrent intervention of a UGV and a UAV, with the added innovation of mini-
mizing intervention time. This pioneering methodology holds promise for extending 
the problem domain to encompass more realistic scenarios, thereby bridging a signif-
icant gap in the literature and furnishing a foundational framework for future research 
endeavors. 

Keywords Machine learning · Fitness function estimation · Hybrid genetic 
algorithm · Vehicle routing problem with drone · Traveling salesman person 

8.1 Introduction 

Drones, officially called unmanned aerial vehicles (UAVs), represent one of the 
most remarkable and rapidly developing areas of the aerospace industry today [1, 
2]. This technology, which was initiated in earlier years for military applications, 
is now used for a variety of purposes in many different sectors [3–8]. The struc-
ture of drones is basically based on a design that requires them to be lightweight 
and compact [9]. These unmanned aerial vehicles are usually equipped with four
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propellers, which allow them to perform different flight maneuvers [10]. In addi-
tion, the sensors, cameras and GPS systems in the structure of drones allow these 
devices to perceive their environment, collect data and perform precise missions 
[11]. The areas of use of drones are quite wide and constantly expanding [12–20]. 
From construction [21] to agricultural applications [22], from security inspections 
[23] to environmental monitoring [24], drones are recognized as a cost-effective and 
efficient tool in many sectors [25–28]. Moreover, their ability to be used quickly and 
effectively in emergency response [29] helps in the successful execution of rescue 
operations [30, 31]. One of the main benefits of drone technology to the scientific and 
industrial world is its ability to collect and analyze data. These devices can monitor 
changes in different parts of the earth, collect environmental data and present this 
data to scientists, engineers and decision makers [32–34]. It also has great potential in 
energy efficiency and resource management. Because it can contribute to the devel-
opment of environmentally friendly and sustainable applications. As a result, drone 
technology has revolutionized the field of aviation and is having a major impact on 
industrial and scientific fields [35–39]. 

In addition, the transportation [40–43] and logistics sector [44, 45] constitutes 
one of the cornerstones of the modern economy and remains an area that needs 
to be continuously improved in terms of efficiency, resource utilization and prof-
itability [46, 47]. In this context, a large number of mathematical models and algo-
rithms have been developed to optimize and make transportation operations with 
conventional vehicles more efficient [48–52]. However, today’s rapidly evolving 
technology requires us to re-evaluate the traditional approaches in this area and 
search for more sustainable, fast and cost-effective solutions. “Vehicle Routing Prob-
lems with Drones” (VRP-D) is an important research area in this context, offering 
a new paradigm in transportation and logistics [53, 54]. VRP-D mainly involves 
the use of drones, in addition to traditional means of transportation and aims to 
make transportation processes more effective and efficient [55, 56]. Using complex 
mathematical optimization models and algorithms, VRP-D aims to reduce delivery 
costs, shorten delivery times and minimize environmental impacts by making the 
best use of existing transport networks and resources [57–61]. This new paradigm 
offers potential in many application areas [62–64]. The use of VRP-D in different 
sectors such as distribution logistics, emergency response, healthcare and agriculture 
has great potential to enable faster and more precise deliveries [65, 66]. It also brings 
advantages such as traffic congestion reduction, efficient route planning and energy 
savings in urban transportation [67, 68]. 

Technological advances in distribution processes have increased the demand for 
new methods in transportation and logistics. In this context, the integration of UAVs 
in distribution processes constitutes a critical research area that requires an under-
standing of the fundamental differences between the traditional Vehicle Routing 
Problem (VRP) [69] and the UAV Routing Problem (VRP-D) [70]. The traditional 
VRP [71] aims to optimize the distribution of goods and services by transport vehi-
cles to customers in a given region. In this problem, the determination of vehicle 
routes and delivery sequences is essential. VRP-D, on the other hand, involves the 
integration of UAVs into distribution processes, which introduces new dynamics and



8 Hybrid Genetic Algorithm Based on Machine Learning and Fitness … 179

challenges. The ability of UAVs to provide airborne transportation provides different 
advantages than road transportation. The complexity of VRP-D stems from the fact 
that it involves the simultaneous deployment of trucks and UAVs. This implies the 
need for time and location coordination and requires a different solution strategy than 
the traditional VRP. At this point, unlike the existing literature, this study aims to 
contribute to the solution of VRP-D by developing a hybrid genetic algorithm-based 
function estimation approach. 

In the ever-evolving landscape of logistics and transportation, efficiently allo-
cating resources and optimizing delivery routes remain key challenges [72, 73]. The 
arrival of drones and the advancement of Genetic Algorithms (GA) [74–78] have  
transformed our approach to these optimization problems [79, 80]. However, recog-
nizing the synergistic potential of combining these two technologies- Hybrid Genetic 
Algorithms (HGA) and Vehicle Routing Problems with Drones (VRP-D)- opens a 
new dimension in optimization and decision making [81, 82]. VRP-D addresses 
complex real-world scenarios that take into account air and ground logistics in 
delivery and route planning, while HGAs embrace the ability to use the principles of 
natural selection and evolution to find optimal solutions. The integration of HGA and 
VRP-D offers a new paradigm in logistics optimization. This approaches to address 
the limitations and complexities of traditional VRPs by aiming to simultaneously 
optimize both route optimization for conventional vehicles and drone deliveries. This 
is achieved by taking into account constraints such as vehicle capacity, time windows 
and drone flight limitations. The potential applications of this hybrid approach are 
quite broad. From urban parcel deliveries to last-mile logistics, from disaster relief 
operations to precision agriculture, HGA-VRP-D integration holds the promise of 
improving delivery speed, cost-effectiveness and environmental sustainability. 

Mobile robots or unmanned ground vehicles (UGVs), on the other hand, repre-
sent a burgeoning field of study within academic research, offering a diverse range of 
applications and challenges [83]. These autonomous or semi-autonomous systems 
traverse various environments, from controlled laboratory settings to complex real-
world scenarios, making them invaluable tools for investigating navigation, percep-
tion, control, and human–robot interaction. Current literature explore a myriad of 
topics, including localization and mapping techniques, path planning algorithms, 
sensor integration, and machine learning approaches to enhance robot autonomy 
and adaptability [84]. Furthermore, mobile robots play a pivotal role in interdisci-
plinary research, facilitating advancements in fields such as delivery services and 
surveillance. 

The use of UAVs in delivery services also has gained increasing popularity 
in recent years, despite technical, legal and social challenges. This new and still 
emerging field is gaining prominence with the adoption of a model where trucks 
and UAVs can deliver simultaneously. However, this new delivery model, which 
requires time and location coordination of both vehicles, makes the routing problem 
quite complex. It is inevitable to develop new algorithms to overcome this challenge 
and provide efficient solutions. This paper aims to present a new approach to the 
deployment model by improving existing heuristic solutions in the literature.
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This delivery model, in which the UAV is used simultaneously with the truck, 
involves multiple UAVs delivering at the same time, which reflects a possible and 
realistic scenario. Therefore, it is of great importance to study this scenario in detail 
from an operational perspective. The focus of the study is the development of an 
effective solution approach that can be easily adapted to multiple UAV scenarios. 

In the light of the existing knowledge in this field, it is possible to further elab-
orate on the advantages of UAV integration and truck synchronization in the distri-
bution model. With the increasing use of UAVs, it is clear that the integration of 
this technology into distribution processes can provide significant contributions in 
many aspects such as work efficiency, cost reduction and environmental impact. 
In this context, the new solution approach to be developed will allow distribution 
operations to be carried out in a more optimized and efficient manner. 

In conclusion, this study presents a new perspective for the effective utilization 
of UAVs in distribution processes. The solution approach to be developed aims to 
overcome the existing challenges and manage the distribution operations in a more 
effective and sustainable manner. It is expected to provide an important basis for 
future research and applications in this field. 

The concept of using UAVs in distribution processes has attracted the attention of 
not only academia but also the business community. This widespread interest in this 
innovative delivery model can be explained by the fact that the business community 
has realized its potential advantages. This new problem, involving the simultaneous 
deployment of trucks and UAVs, requires a detailed study of various scenarios for 
its real-world implementation and the identification of the contribution in this field. 
Therefore, the development of effective solution approaches is an important need. 

A hybrid genetic algorithm based on a machine learning based function estima-
tion method is proposed as a solution to the simultaneous deployment problem of 
trucks and UAVs. The results compared with the previously used simulated annealing 
method show that the hybrid genetic algorithm outperforms the developed hybrid 
genetic algorithm, especially for small and medium-sized problems. The ability of 
this method to be easily adapted to multiple UAV scenarios makes it a step ahead of 
other studies. Moreover, the hybrid genetic algorithm is the first work in the litera-
ture to be adapted to the problem of simultaneous deployment of trucks and multiple 
UAVs and to take into account the assumptions adopted. 

This study fills the knowledge gaps in the existing literature and provides a new 
perspective on solving the simultaneous deployment problem of trucks and UAVs. 
The proposed hybrid genetic algorithm is of great importance in both academic and 
industrial circles for its potential and effective usability in practical applications. 
Therefore, the study is expected to make a valuable contribution to research and 
applications in this field. 

First, a related work section was created to assess the existing body of knowledge 
in the literature. An overview of related work is presented, analyzing the gaps in 
the literature and existing solutions for the simultaneous deployment of UAVs and 
trucks. Then, in the methodology section, a detailed description of the hybrid genetic 
algorithm for solving the simultaneous distribution problem of trucks and UAVs is 
presented. The basic principles of the algorithm, the data sets used, parameter settings
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and methodological details are discussed in detail. The differences and advantages 
of this solution from the existing literature are emphasized. Afterwards, the results 
section evaluates the performance of the developed algorithm. The degree of achieve-
ment of the objectives, the solution capability of the algorithm and the limitations 
encountered are analyzed in detail. The results obtained are evaluated by comparing 
them with other works in the literature. Finally, the conclusion section provides an 
overall evaluation of the study. A summary of the results obtained, the method-
ological and analytical achievements of the study, contributions to the literature and 
suggestions for future research are presented in this section. 

8.2 Related Work 

The use of UAVs in distribution services has been a rapidly expanding topic despite 
technical, legal and social challenges [80–85]. Advances in this field have led to a 
distribution model that goes beyond the traditional use of trucks. The simultaneous 
use of trucks and UAVs has emerged as a current research topic and complicates 
the route planning problem as it requires time and location coordination of the two 
vehicles [86]. In this regard, this thesis aims to overcome the limitations of existing 
solutions in the literature and develop more efficient methods. 

In this new model where UAVs are integrated into distribution activities, the simul-
taneous distribution of a truck with multiple UAVs reflects a practical and possible 
scenario. Therefore, this scenario needs to be studied in detail from an operational 
perspective. The focus of this study is the development of a solution approach suit-
able for multiple UAV scenarios. As a solution-oriented approach, a hybrid genetic 
algorithm based on function estimation with machine learning is proposed to tackle 
the simultaneous deployment problem of trucks and UAVs. The results comparing 
this algorithm with the simulated annealing method used in previous studies show 
that the hybrid genetic algorithm achieves more effective results, especially for small 
and medium-sized problems. Moreover, the flexibility of this algorithm to be easily 
adapted to multiple UAV scenarios makes it a step ahead of other methods. 

In this context, the development of drone-based delivery systems has gained great 
potential in recent years due to the high mobility and low cost of drones. As an 
example, Khosravi et al. [87] presents a survey focusing on important issues related 
to drone routing in drone-based delivery systems. By addressing three main drone 
routing aspects (route planning, charging, safety), this review highlights practical 
design considerations to ensure efficient, flexible and reliable package delivery. First, 
it discusses potential issues that may arise during the design of these systems. It then 
presents a new classification based on these three aspects. Using this classification, 
it provides a detailed review of each drone guidance algorithm in terms of key 
features and operational characteristics. It also compares these algorithms in terms 
of idea, advantages, limitations and performance. Finally, it presents open research 
challenges in order to stimulate further research in this area. As a different application 
area, Dinelli et al. [88] focuses on how autonomous robots and exploration systems
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can be used in harsh environments such as underground mines. The study highlights 
the characteristics and challenges of environments that are difficult or impossible 
for humans to reach, such as underground and outer space, and draws attention 
to hybrid robotic systems that can be used in such environments. These systems, 
combining multiple agents such as Unmanned Ground Vehicles (UGVs) and UAVs, 
offer potential for underground exploration and mine emergency response. The paper 
discusses in detail the configurations, construction practices and hardware equipment 
of these hybrid systems. 

Ribeiro et al. [89] discusses the importance of using UAVs in search and rescue 
missions in emergency and post-disaster scenarios. The study addresses the new 
challenges in the development of self-charging technologies and how to integrate 
these technologies into UAVs, which complicate the use of UAVs in such missions. 
The main focus of the study is on the coordinated use of UAVs and mobile charging 
stations. For this purpose, VRP with synchronized networks (VRPSN), a variant of a 
new vehicle routing problem (VRP), is defined. This problem requires routing UAVs 
to charging stations and synchronizing mobile charging platforms according to the 
movements of the UAVs. The study developed a mixed integer linear program model 
to solve this problem. It also presents a build-and-tune heuristic integrated with a 
genetic algorithm to overcome the computational limits of this model. An example 
application of the work was carried out at the Córrego do Feijão Mine in Brazil, 
showing that this method can be used as an effective planning method in search and 
rescue missions. This study makes an important contribution to support the effective 
use of UAVs in emergency and post-disaster scenarios. The research sheds light on 
new developments in this field by addressing the synchronized use of UAVs and 
mobile charging stations. 

After discussing the importance of the collaboration of truck and drone technolo-
gies to overcome logistical challenges in rural areas, the cost-saving impact of the 
truck-drone system should be evaluated in detail to highlight the potential of the 
collaboration. In this context, Jiang et al. [90] investigates a multi-visit and flexible 
docking vehicle routing problem that combines a fleet of trucks and drones to meet 
pick-up and delivery demands in rural areas. Specific to this collaborative truck-
drone system, each drone can serve multiple customers during the same trip, dock 
with different trucks, and perform pickup and delivery operations simultaneously. 
To address this complex scenario, the paper formulates the problem using a mixed 
integer linear programming model and solves it with an adaptive large neighborhood 
search metaheuristic. Numerical experiments show that the proposed truck-drone 
system achieves 34% cost savings compared to truck-only methods. Furthermore, 
the study evaluates in detail the effects of multiple visit services, flexible docking and 
simultaneous pick-up and delivery on the performance of the truck-drone system. 

On the other hand, studies involving a novel algorithm for optimizing package 
deliveries through the collaboration of EVs and drones contribute to last-mile logis-
tics and vehicle routing problems. For example, Mara et al. [91] sheds light on a new 
research direction in the context of last mile logistics, focusing on the collaboration 
between electric vehicles (EVs) and drones. The E-VRPD, referred to as the electric 
vehicle routing problem, aims to determine the optimal vehicle tour for the fastest
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delivery of packages to customers in a scenario where a number of EVs are each 
equipped with a single drone. This paper addresses the limitations of existing tech-
niques in solving such problems, emphasizing the importance of E-VRPD. In this 
context, a sequential decomposition algorithm for solving E-VRPD is proposed. This 
algorithm involves the development of a mathematical formulation for integrating 
drone sorties into EV tours. The study evaluates the proposed method on instances 
with 40 customers and 7 charging nodes, and the experimental results show that 
E-VRPD can be effectively implemented in practice. 

The use of drones in delivery services has been a growing topic, but technical, 
legal and societal challenges need to be overcome. In particular, the development 
of a new model where trucks and UAVs make simultaneous deliveries makes the 
routing problem quite complex as it requires time and location coordination of both 
vehicles. Therefore, new algorithms need to be developed to solve this problem. 
In this paper, a hybrid genetic algorithm based on machine learning and function 
estimation is developed as a solution to the simultaneous distribution problem of 
trucks and UAVs. The results of this new approach are compared with the previously 
used annealing simulation method and show that the developed method provides 
better results for small and medium sized problems. This study aims to contribute to 
solving the truck and UAV simultaneous deployment problem more effectively. 

This paper presents an in-depth review of the basic components, structure, uses, 
and scientific and industrial benefits of drone technology. In this context, we delve 
deep into the fundamental concepts and mathematical foundations of Hybrid Genetic 
Algorithms and Vehicle Routing Problems with Drones, showing how this integration 
has the potential to transform real-world scenarios. In exploring the complex balance 
between evolutionary algorithms and aerial logistics, we attempt to pave a path 
to shape the future of optimization in the transportation sector. To this end, the 
study aims to provide a new approach by improving solutions from the existing 
literature. With the increasing role and impact of UAVs in vehicle routing problems, 
the development of new algorithms to manage single drone scenarios more effectively 
is the foundation of research and development efforts in this field, and the importance 
of studies and innovations is increasing. 

8.3 Methodology 

In this section, a hybrid genetic algorithm based on machine learning and func-
tion estimation is developed to solve medium and large-scale VRP-D. In the first 
phase of the study, the process of determining the ground vehicle and UAV routes 
was carried out in a two-stage method. In the first stage, the ground vehicle route 
is determined by the genetic algorithm, while in the second stage, the UAV route 
is optimized. This two-stage approach aims to effectively evaluate the potential of 
the genetic algorithm on the ground vehicle route to optimize the UAV route. The 
methodology is designed in such a way that the genetic algorithm in the ground 
vehicle routing phase only generates routes that perform well. This comprehensive
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and selective approach allows for a more efficient determination of ground vehicle 
routes through function esti-mation supported by machine learning. In the second 
step, the determination of the UAV route based on the optimized ground vehicle 
route forms the basis of the hybrid genetic algorithm. This step includes the scenario 
in which the ground vehicle makes simultaneous deliveries with multiple UAVs and 
success-fully adapts the developed hybrid solution approach to multi-UAV scenarios. 

In the proposed hybrid algorithm, in the first stage, ground vehicle routes are 
generated and in the second stage, the best UAV rounds are assigned to minimize the 
waiting time of the ground vehicle. In the first stage, the target delivery time of the 
ground vehicle is calculated, and in the second stage, the waiting time of the ground 
vehicle is obtained, and the sum of these two times constitutes the return time to 
the ground control station (GCS). In this approach, a genetic algorithm is used to 
generate the ground vehicle routes in the first stage. In the context of evolutionary 
algorithms, the population size needs to be chosen sufficiently large to avoid getting 
stuck in local solutions. In some scenarios, the computation of the fitness function 
can be quite costly. In such cases, the use of hybrid algorithms based on the estimated 
fitness func-tion may be required. 

Traditional package distribution processes are usually carried out by trucks. 
However, the limited speed of trucks and the fact that they are easily affected by 
terrain conditions limit the efficiency of this method. UAVs offer several advan-
tages over trucks in package delivery. They are faster, do not require an operator, 
are not affected by traffic congestion and have lower transportation costs, all of 
which increase their potential to be preferred. However, due to technical barriers, 
the requirement to carry a single package per shipment and return to the warehouse 
limits the potential ad-vantages of UAVs. To overcome these challenges and maxi-
mize the advantages of UAVs, a new deployment model is proposed. In this model, 
the vehicle fleet consists of two different vehicle types: trucks and UAVs. The UAV 
can be transported together with the truck or move separately and has to meet the 
truck again after each customer visit. This solution combines both the speed and cost 
advantages of the UAV and the truck’s advantage of transporting various packages 
over long distances, providing an efficient distribution model. 

Derived from the vast literature on the vehicle routing problem, this new dis-
patching model presents an innovative approach that consists of a fleet of two different 
types of vehicles: trucks and UAVs. The UAV can either be transported together with 
the truck (i.e., the UAV is carried on the truck) or it can move independently of the 
truck. However, due to the UAV’s battery life limitations, once it leaves the truck, 
it has to visit a single customer and meet the truck again at a different customer 
location. After the UAV leaves the truck at a customer location, it visits one or more 
customers and then heads to the customer location where it meets the UAV. The UAV 
can only obtain permission to leave and meet the truck at existing customer locations; 
this cannot be done at any location other than the customer. The truck is equipped 
with a system designed to place the customer’s package each time the UAV leaves 
and to replace the UAV’s battery each time it returns. In this context, the truck can 
be considered as a mobile warehouse for the UAV.
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Some customer packages may only need to be delivered by truck, taking into 
account possible terrain conditions during the take-off and landing of the UAV, and 
situations where the UAV may not be able to deliver due to the payload capacity of the 
UAV. The main objective of this approach is to minimize the delivery time, with the 
last vehicle returning to the depot to complete the delivery. This unique distribution 
model can be considered as an evolution-ary extension of the vehicle routing problem 
and aims to increase the efficiency of distribution processes by enabling the inter-
active use of UAVs and trucks. The highlights of this model provide an alternative 
perspective to existing methods in the logistics and transportation sectors, enabling 
more effective and optimized management of distribution operations. 

The proposed hybrid algorithm is based on generating truck routes in the first 
stage and assigning the optimal UAV rounds to minimize the waiting time of the 
truck in the second stage. In this two-stage process, the delivery time of the truck is 
determined in the first stage, while the second stage focuses on the waiting time of the 
truck and the sum of these processes reveals the overall delivery time of the vehicle 
returning to the depot. In the developed methodology, a genetic algorithm is used to 
generate truck routes in the first stage. This algorithm is one of the widely preferred 
meta-heuristics such as simulated an-nealing for routing problems. In this way, the 
optimization potential provided by the genetic algorithm is used to obtain an efficient 
solution in logistics distribution processes. The determination of truck routes with the 
genetic algorithm, which forms the basis of the approach, allows for more efficient 
and optimized distribution processes in logistics operations. At this point, the success 
of the genetic algorithm in routing problems provides an observable advantage over 
simulated annealing and other similar methodologies. This methodology aims to 
reduce operational costs and improve logistics performance by targeting the effective 
management of distribution processes in the logistics and transportation sectors. 
This innovative work has the potential to provide solutions to current challenges 
in the logistics industry and contribute to making future logistics operations more 
sustainable and effective. 

Figure 8.1 shows an example solution to the VRP-D problem. In the figure, there 
are three different nodes and 2 different edges. The nodes are defined in different 
ways to distinguish the vehicles that visit them and the edges are defined in different 
ways to distinguish the vehicles that travel between the nodes. The node with a 
triangle is visited only by the UAV, the node with a circle is visited only by the 
ground vehicle, and the node with a square is visited by the ground vehicle traveling 
with the UAV. Solid dots indicate the ground vehicle route; dashed dots indicate the 
UAV flight. In the example, the vehicles leave the warehouse separately. The UAV 
takes off from the warehouse and after the delivery at Node 10, it travels to Node 
4 to meet the ground vehicle. After leaving the warehouse, the ground vehicle goes 
directly to Node 4 to meet the UAV. Deliveries at the departure and rendezvous nodes 
are carried out by the ground vehicle. After leaving Node 4, the UAV picking up the 
package of customer 6 visits Node 6 and then travels to Node 9. The ground vehicle 
traveling from Node 4 to Node 9 also visits Nodes 2 and 7. After meeting at Node 
9, the vehicles leave again to meet at Node 5 after the UAV has replaced its battery 
and loaded the package for customer 3. After Node 9, the ground vehicle visits Node
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Fig. 8.1 Process for VRP-D 
solution 

1 and arrives at Node 5. The ground vehicle returns to the warehouse after meeting 
the UAV at Node 5, while the UAV returns to the warehouse after visiting Node 8. 

The assumptions in the study include the main constraints set for the VRP-D 
problem. First, it is not possible for the UAV to stay in the air and wait for the ground 
vehicle in order to reduce the charge consumption. This decision was taken to keep 
the UAV in the air for safety against external interference and to preserve battery 
life. Furthermore, this assumption limits the UAV’s travel between the departure 
and rendezvous points, affecting the battery life not only during the tour but also 
during the ground vehicle’s movements. Second, only one customer visit can take 
place in each UAV flight. This restriction ensures that the UAV focuses on a single 
service target in each of its tours. Third, the ground vehicle and UAV cannot meet 
at the point where the tour starts, and the departure and rendezvous points must 
be different. This constraint ensures efficient coordination of cooperating vehicles. 
Fourth, vehicles can only leave and meet at customer nodes. This prevents vehicles 
from interacting with the customers they serve and from meeting or leaving at points 
outside the depot. Fifth, a second visit to the same customer cannot take place. 
This restriction is important to increase customer satisfaction and the efficiency of 
deliveries. Finally, if a UAV tour ends at the warehouse, the vehicle is taken out of 
service and the UAV cannot be ventilated again. This assumption aims to avoid the 
impractical return of the UAV for missions outside the depot. 

After the ground vehicle routes are generated with the genetic algorithm, the 
waiting times of the ground vehicle must be obtained in order to calculate the fitness 
value. This is because the objective function consists of the duration of the ground 
vehicle route and the waiting time of the ground vehicle. Since the calculation of 
the fitness function is quite costly in this approach, the approximate waiting times 
of the ground vehicle for the ground vehicle routes generat-ed in each iteration are 
determined by using machine learning and estimating the fitness function, and the
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UAV tour assignments are optimized only for a certain number of routes with the best 
fitness values. In each iteration, the exact solutions obtained are added to the training 
data, so that the difference be-tween the exact fitness value and the approximate fitness 
value is reduced as the iterations progress. In this study, genetic algorithm is used to 
generate ground vehicle routes and extreme learning machine is used to estimate the 
fitness function. The hybrid genetic algorithm is summarized in Algorithm 1 and its 
details are explained in the subsections. 

Algorithm 1. A hybrid algorithm based on eligibility estimation with machine learning 

1 Training data, generate random ground vehicle route as big 
(Nt) of initial training data 

2 Calculate the distribution time of each individual in the 
training data 

3 Solve mixed-integer nonlinear programming (MNLP) for each 
individual in the training data, get the best dwell time 

4 Train the training data 

5 Create the initial population by copying the best 
population size (Np) route from the training data to the 
population with distribution and dwell times 

6 Select random parents from the population and perform 
crossovers for the number of crosses (Nc) to be applied in 
each iteration, generating Nc children 

7 Calculate the distribution time of each child individual 
produced 

8 Using machine learning, estimate the fitness of each child 
produced and obtain approximate waiting times 

9 Perform mutation with mutation probability (Mp) 

10 if the sum of the distribution and approximate cooldowns 
improves as a result of the mutation, apply the mutation 

11 Select the number of best children (Nb) individuals to be 
included in the population at the end of iteration, taking 
into account the approximate waiting time and the exact 
distribution time from the children 

12 Solve MNLP for selected Nb individuals, calculate exact 
wait times 

13 Add these child individuals to the population and training 
data 

14 Remove the worst Nb individuals from the population 

15 Generate random ground vehicle routes for the number of 
randomly generated individuals to be included in the 
population at each iteration (Nrhn) 

16 Generate ground vehicle routes according to the nearest 
neighborhood as many as the number of individuals (Nnhn) 
created according to the nearest neighborhood in the 
population

(continued)
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(continued)

Algorithm 1. A hybrid algorithm based on eligibility estimation with machine learning

17 Calculate the distribution time for the Nrhn and Nnhn 
individuals produced 

18 Solve MNLP for Nrhn and Nnhn individuals generated 

19 Remove the worst Nnhn + Nnhn+1 individuals in the 
population 

20 Add the generated Nrhn and Nnhn individuals to the 
population and training data 

21 Apply local search to the best individual in the 
population 

22 Add the individual obtained by local search to the 
population 

23 Train the training data 

24 if the number of iterations has reached the number of 
iterations in the Genetic algorithm (Ngn) 

25 Stop 

26 if not 

27 Go to step 6 

The training data is generated in a randomized fashion. Each entry in the dataset 
represents a randomly generated ground vehicle route. When generating these ground 
vehicle routes, targets that will not be assigned to the drone are assigned to the ground 
vehicle routes. Then, for each ground vehicle route, the mixed-integer nonlinear 
programming (MNLP) model is analyzed and the best waiting times for each ground 
vehicle route are determined. In the mathe-matical model that minimizes the waiting 
time of the ground vehicle for the UAV, the first stage involves the process of deter-
mining the route of the ground vehicle and also includes the determination of the 
customers that the UAV will visit. This means that customers outside the ground 
vehicle route will be visited by the UAV. This routing process in the first phase 
covers the movements of the ground vehicle and the UAV’s assigned customer visits. 
In the second stage, a mixed integer linear programming model is used to deter-mine 
the customer visits of the UAV outside the ground vehicle route. This model is used 
to match the meeting and departure points of the UAV with the ground vehicle with 
the assigned customer visits. The second phase focuses on the interaction between 
the ground vehicle and the UAV to optimize customer visits. 

At this stage, the ground vehicle route (rs) and the cluster of customers that the 
UAV will visit (Ds cluster) are known. The cluster rs, representing the ground vehicle 
route, and the cluster Ds, representing the nodes assigned to the UAV, were determined 
in the first iteration stage. Based on these two pieces of information, a cluster of tours 
that the UAV can perform can be created. The first of the three nodes that make up a 
UAV tour is “s”, which is part of the ground vehicle route, the second is Ds, which 
represents the customer assigned to the UAV, and the third is the meeting point with 
the ground vehicle. The second node of the UAV tour should be the customer that
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the UAV delivers to, so this node should be chosen from the cluster Ds. Also, the 
first node of each UAV tour must be visited before the third node, according to the 
order in the ground vehicle route. Another factor to consider during tour generation 
is the battery life. In order for the generated tours to be suitable tours that can be used 
in the solution, the tour duration should be shorter than the battery life. Also, the 
travel time of the ground vehicle between the start and end nodes of the tour should 
not exceed the battery life. Such UAV tours are critical to optimize the interaction 
between the ground vehicle and the UAV in logistics distribution processes. Factors 
such as battery life and tour durations play a decisive role in the effectiveness of 
the solution, emphasizing the important contribution of the study towards improving 
efficiency in logistics operations. 

In the first stage, the duration of the ground vehicle route is calculated by deter-
mining the ground vehicle route. However, waiting situations that may be caused 
by UAV tours may increase the ground vehicle’s deployment time beyond the time 
determined in the first stage. For example, if the ground vehicle arrives at any of 
the designated meeting points first, the ground vehicle will not be able to continue 
its route and will have to wait for the UAV to replenish the UAV’s battery and load 
the next customer’s package. In this case, the ground vehicle route will take longer 
to complete, exceeding the time set in the first phase. The mathematical model was 
developed to assign the best UAV rounds by minimizing this waiting time of the 
ground vehicle and without increasing the completion time of the ground vehicle 
route as much as possible. In this context, since waiting situations can only occur at 
meeting points, the waiting times at the warehouse with the customers on the ground 
vehicle route are taken into account, as shown in Eq. 8.1. 

Z = min
∑

i∈C∪{N+1}/Ds 

wi (8.1) 

Equation 8.2 calculates the time the ground vehicle waits for the UAV at the 
meeting point. By this stage, the ground vehicle’s route has been determined, so it is 
known when the ground vehicle will arrive at which customer. The waiting time of 
the ground vehicle at node i is determined by calculating the difference between the 
arrival time at node i from node j, where they leave with the UAV, and the duration 
of the UAV’s tour starting at j and ending at i. The inner parenthesis in the equation 
indicates how long it takes the ground vehicle to cover the distance between node j 
and node i, where the tour p starts and ends at node i. If the UAV tour between i and 
j is longer than the time it takes the ground vehicle to cover this distance, the ground 
vehicle is put on hold; otherwise, the waiting time of the ground vehicle is set to 0.

∑

p∈Ps 

⎧ 
⎨ 

⎩dplipxp − 

⎛ 

⎝tilipxp −
∑

j∈C∪{0}/Ds 

tifjpxp 

⎞ 

⎠ 

⎫ 
⎬ 

⎭ ≤ wi, i ∈ C ∪ {N + 1}/Ds (8.2) 

In order for the tour assignments in the problem to be valid, certain conditions 
must be fulfilled. The first of these conditions is clearly stated in Eq. 8.3. As stated
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in this equation, for each customer assigned to the UAV in the first stage, only one 
UAV tour must be selected in which these customers are intermediate nodes.

∑

p∈Ps 
aipxp = 1, i ∈ Ds (8.3) 

Furthermore, as expressed in Eq. 8.4, each customer on the ground vehicle route, 
including the warehouse, can be selected as the start node of only one UAV tour (the 
node where the UAV leaves the ground vehicle).

∑

p∈Ps 
fipxp ≤ 1, i ∈ C ∪ {0}/Ds (8.4) 

Similarly, each customer on the ground vehicle route, including the warehouse, 
can be selected as the end node (the node where the vehicles meet) in only one UAV 
round, as specified in Eq. 8.5.

∑

p∈Ps 
lipxp ≤ 1, i ∈ C ∪ {N + 1}/Ds (8.5) 

As shown in Fig. 8.2, it defines two types of negative round assignments. The 
last constraint that prevents these two types of negative assignments is expressed in 
Eq. 8.6.

∑

p∈Ps 
fmkpxp +

∑

p∈Ps 
lmkpxp ≤ 2 × 

⎛ 

⎝1 −
∑

p∈Ps 
fmiplmjpxp 

⎞ 

⎠, 

i = 0, 1, . . . ,  ns − 1, j = i + 2, . . . ,  ns + 1, k ∈ H, H = {h|i < h < j}, i /= j 
(8.6) 

This constraint guarantees that the UAV does not start another tour before 
completing a tour. For example, at iteration s, ns customers are assigned to the 
ground vehicle route. If a UAV tour is selected that starts at a customer at position

Fig. 8.2 a Example of a type 1 no-go UAV tour assignment, b example of a type 2 no-go UAV tour 
assignment 
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i and ends at a customer at position j on the ground vehicle route, no UAV tour can 
be selected that starts or ends at a customer at any position k between these two 
positions. Definitions of variables are given in Eqs. 8.7 and 8.8. 

xp ∈ {0, 1}, p ∈ Ps (8.7) 

wti ≥ 0, x ∈ C ∪ {N + 1}/Ds (8.8) 

Ground vehicle routes and the best waiting times of these routes constitute the 
input and target values for machine learning. The initial population is formed by 
selecting the best routes from the training data up to the population size. Using the 
overlearning machine, the weights to be used for function estimation are calculated 
for the training data. Then, a certain number of children are generated by crossover. 
Mutation is applied with a certain probability and the approximate fitness value of 
each generated child is calculated by the fitness function estimation. While the fitness 
estimation is done for the waiting time of the generated child, the duration of the 
ground vehicle route is calculated precisely. Then, the exact waiting time and the 
exact solution value are obtained by solving MNLP for a certain number of child 
individuals with the lowest approximate solution value, which is defined as the sum 
of the exact route time and the approximate waiting time. The best selected child 
individuals and their exact solution values are added to both the initial population 
and the training data. After the best children are added to the initial population, the 
population size is kept constant by removing the worst solution as many times as the 
number of children added. The training data grows with the input and target values 
of the children added at each iteration. As new data is added, the learning process is 
repeated periodically, taking into account the current training data. When the learning 
phase is completed, new child individual genes are obtained through crossover and 
these iterations continue until the stopping criteria are met. 

The genetic algorithm is based on the principle that individuals with good perfor-
mance reproduce to form new generations and weak individuals are eliminated 
through natural selection. The proposed genetic algorithm is used for VRPD solution. 
In this algorithm, each chromosome represents a ground vehicle route. Chromosomes 
are composed of genes and the number of genes in a chromosome is determined 
randomly. VRPD sets a lower bound for the number of genes that can be present in 
any chromosome. The fact that the number of target regions that can be assigned to 
the drone depends on an upper limit affects the number of target regions that can 
be assigned to the ground vehicle. Considering the maximum number of targets that 
can be assigned to the drone, Pmax, at least  a − Pmax number of target nodes must 
be assigned to any chromosome. The ground vehicle route always starts and ends at 
the GCS node. Since there are no GCS nodes at the beginning and end of the ground 
vehicle route, these nodes are not included in the chromosome structure. This does 
not affect the operation of the algorithm and the computations. 

The initial population is randomly generated, taking into account the presence 
of targets that cannot be assigned to the drone. In particular, target regions that
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cannot be visited by the drone due to package weight or size are taken into account. 
These target regions are necessarily visited by the ground vehicle and are included 
in the chromosome representing each ground vehicle route. When creating the initial 
population, the drone assignments are decided first. First, a random number between 
1 and Pmax is generated to determine the number of target regions to be assigned to 
the drone and this number is called “dr”. Then, in the second step, the following steps 
are repeated “dr” times. In the second step, first, a random number is generated in 
the range aP, which is the number of targets that can be assigned to the drone. In the 
second step, a random number is generated in the range aP, which is the number of 
targets that can be assigned to the drone, and this number is called “ds”. Secondly, 
“ds” indicates the number of nodes in KP, the set of targets that can be assigned to 
the drone. Third, from the set of targets that can be assigned to the drone, KP, the 
element with index “ds” is removed, indicating that a target has been removed from 
the set of targets to be assigned to the drone. Fourthly, aP, the number of targets 
that can be assigned to the drone, is decreased by one and aP = aP − 1 is updated. 
Finally, this process is repeated “dr” times from the beginning of the second step and 
this number is called “ds”. Secondly, “ds” indicates the number of nodes in KP, the 
set of targets that can be assigned to the drone. Third, from the set of targets that 
can be assigned to the drone, KP, the element with index “ds” is removed, indicating 
that a target has been removed from the set of targets to be assigned to the drone. 
Fourthly, aP, the number of targets that can be assigned to the drone, is decreased 
by one and aP = aP − 1 is updated. Finally, this process is repeated “dr” times from 
the beginning of the second step. 

As mentioned in step 16 of Algorithm 1, Nnhn of the individuals in the initial 
population are generated according to the nearest neighbor. This process starts by 
first determining the number of nodes to be assigned to the drone in the solution. Then, 
the nodes to be assigned to the drone are randomly selected. Then, the customers to 
be assigned to the ground vehicle are assigned according to the nearest neighborhood 
and ground vehicle routes are generated. The aim is to represent as short as possible 
ground vehicle routes and target visits in the initial population. 

The crossover operator is included in the proposed algorithm as a technique for 
generating new children. In this algorithm, the single-point crossover method is 
particularly preferred. As shown in Fig. 8.3, this form of crossover starts with the 
random selection of two different parental chromosomes. Then, a random breakpoint 
is chosen. The genes to the left of the breakpoint are removed from the first parental 
chromosome and transferred to the first child chromosome. Upon completion of 
this step, the genes transferred to the first child chromosome are removed from 
the second parent chromosome. The remaining genes are removed from the second 
parent chromosome and added to the child chromosome. The reason why these steps 
are performed sequentially is to prevent the number of genes of the offspring from 
falling below the lower limit. The same steps are followed to produce the second 
child and the crossover process is repeated Nc times.

Mutation is used in the genetic algorithm to avoid getting stuck in local best 
solutions and to provide genetic diversity. In this context, three different mutation 
operators were applied. In the proposed algorithm, the offspring of the crossover is
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Fig. 8.3 Crossover operation in hybrid genetic algorithm

mutated based on a predetermined probability value. If mutation is to be performed, 
the type of mutation operator to be used on the child is determined based on the 
predetermined probabilities. An approximate fitness function is calculated for the 
new chromosome obtained as a result of mutation, and if the mutation has the effect 
of increasing the fitness value, the change is considered permanent. However, if 
there is no improvement in the fitness value, the change made in the mutation phase 
is undone. 

In 1-1 substitution, as shown in Fig. 8.4, the mutation operator, called the first 
operator, operates by randomly selecting two different positions on the chromosome 
to be mutated. In this operator, the gene in the first position is placed in the second 
position, while the gene in the second position is placed in the first position. At the 
end of these steps, it is seen that two different targets on the relevant ground vehicle 
route are displaced. 

As a result of completing these steps, it is seen that two different targets on the 
relevant ground vehicle route are replaced. In addition, as shown in Fig. 8.5, in  
one addition, the second operator aims to assign this target to the ground vehicle 
by changing the assignment of one of the customers assigned to the drone on the 
solution. For this operator, a target not found on the chromosome is randomly selected 
and added to a random position in the ground vehicle route. This process causes the

Fig. 8.4 Substitution operator in hybrid genetic algorithm 
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Fig. 8.5 Addition operator in hybrid genetic algorithm 

number of targets on the ground vehicle route to increase by one. However, in order 
for this operator to be applied, more than one target must be assigned to the drone. 

However, as shown in Fig. 8.6, in 1 subtraction, the third operator aims to remove 
one of the targets assigned to the ground vehicle and assign it to the drone. In this 
operator, a gene is randomly selected from the genes in the chromosome. As a result 
of this step, the number of targets on the ground vehicle route is reduced by one. 
However, in order to apply this operator, the ground vehicle should be assigned as 
small a number of targets as possible. Also, it is important to ensure that the gene 
to be extracted is not one of the targets that cannot be assigned to the drone, i.e. 
targets that should be assigned to the ground vehicle. Otherwise, the accuracy of the 
algorithm is compromised.

In the framework in which the hybrid algorithm is developed, the fitness value 
is calculated both approximately and precisely in different steps. In contrast to the 
exact solution approach, instead of generating all possible ground vehicle routes, 
the hybrid algorithm only generates the routes that can produce good results and 
calculates the drone dwell times of these routes. However, determining the best drone 
tour assignments for each ground vehicle route based on the mathematical model 
discussed in the previous section can require long computation times. Therefore, the 
approximate waiting times for each ground vehicle route generated by the genetic 
algorithm are calculated by function estimation. For this purpose, an extreme learning 
machine is used. The approximate waiting time is combined with the delivery time 
of the ground vehicle to obtain an approximate fitness value. From the solutions 
with this approximate fitness value, the exact waiting times are obtained by using 
the MNLP solution for a certain number of solutions with the lowest approximate 
fitness value. The exact waiting time and the deployment time of the ground vehicle 
determine the exact fitness value. In this context, the fitness value of each individual 
in the population reflects the exact fitness value and the selection process is based on 
the exact fitness values. In order to improve the performance of the hybrid algorithm, 
a local search strategy is incorporated into the algorithm. In each iteration, one of
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Fig. 8.6 Subtraction operator in hybrid genetic algorithm

three different operators is randomly selected and applied to the best solution. For 
each operator, the probabilities of selection are determined and the selection process 
is based on these predetermined probabilities. A new individual generated as a result 
of the local search joins the population by replacing the worst solution from the 
population, regardless of whether the fitness value improves or not. 

The basis of the proposed hybrid algorithm is function estimation when calculating 
the approximate fitness values of the solutions generated by the genetic algorithm. 
This function estimation is performed using an extreme learning machine. The slow 
running speed of traditional feed-forward learning machines is usually due to the 
iterative adjustment of parameters between the input and output layers. Therefore, 
the developed feed-forward and non-iterative extreme learning machine is proved to 
work faster than traditional learning machines such as back-propagation algorithm 
and support vector machine. Another feature that distinguishes the extreme learning 
machine from other traditional methods is that it has a single hidden layer and the 
parameters of this hidden layer are randomly assigned. In the context of this study, 
the overlearning machine is preferred for function estimation because it is easy to 
implement and fast due to its non-iterative nature. 

In order to improve the performance of the hybrid algorithm, a local search strategy 
is implemented within the algorithm. In each iteration, one operator is randomly 
selected from the three operators to be used in the mutation phase. For each operator, 
the probability of selection is determined and the selection is performed according to 
the predetermined probabilities. The new individual obtained as a result of the local
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search is added to the population by replacing the worst solution in the population, 
regardless of whether the fitness value improves or not. 

Up to this point in the paper, VRP-D examines the coordination of a single ground 
vehicle and a single drone. However, in the designed VRP-D scenario, it is important 
to consider a real-life situation where the delivery ground vehicle transports multiple 
drones and simultaneously delivers to multiple drones. Therefore, it is important to 
evaluate this scenario from an operational perspective. The problem with a single 
ground vehicle and multiple drones making simultaneous deliveries will be referred 
to as the “Multiple Drone Assisted Vehicle Routing Problem” and abbreviated as 
“VRP-mD” in the rest of the paper. 

When examining the coordination of a single ground vehicle and a single UAV, 
VRP-D does not take into account real-life scenarios, such as a delivery ground 
vehicle trans-porting multiple UAVs and simultaneous distribution by multiple 
UAVs. However, it is important to consider these scenarios from an operational 
perspective, as the use of multiple UAVs in the deployment process can offer potential 
advantages in terms of effectiveness and efficiency. In this context, a scenario where 
a single ground vehicle and multiple UAVs deploy simultaneously can be referred to 
as the “Multi-UAV Assisted Vehicle Routing Problem”, abbreviated as “VRP-mD”. 
This problem implies that distribution operations are more complex and need to be 
optimized. By studying this new scenario, researchers can focus on developing more 
effective and efficient distribution strategies in real-world conditions. 

In terms of the vehicle fleet, VRP-mD consists of two different vehicle types, 
ground vehicles and UAVs. The size of the vehicle fleet is expressed as M + 1, 
where M is the maximum number of UAVs that can be transported at the same time. 
As in VRP-D, UAVs can move with the ground vehicle or separately. The UAVs leave 
the ground vehicle for a new flight only at customer locations, and after leaving the 
ground vehicle, they visit a single customer for battery life reasons and have to 
meet the ground vehicle again at a different customer location. Before each flight, 
the UAVs’ batteries are replenished and the next customer’s package is loaded. The 
ground vehicle leaving the UAV may visit one or more customers during this time. 
During this process, the UAVs that left the ground vehicle first may meet up with 
the ground vehicle, or other UAVs traveling on the ground vehicle may leave the 
ground vehicle. The UAVs move independently of each other, i.e. each UAV has to 
meet the ground vehicle to replenish its battery and load its package, and wait for the 
ground vehicle if necessary, but there is no need for the UAVs to wait for each other. 
At a given node, the ground vehicle has to wait for all UAVs that need to meet at 
that node. Therefore, different departure scenarios are possible at the departure and 
rendezvous points, depending on the order of arrival of the vehicles. In a scenario 
with 2 UAVs, the departures in each arrival scenario are as follows: 

In Scenario 1 (Ground Vehicle, UAV 1, UAV 2), the ground vehicle arrives at the 
meeting node first, followed by UAV 1 and UAV 2 respectively. The ground vehicle 
changes the battery of UAV 1 and loads the next customer’s package. If UAV 1 is 
going to take off for a new flight from this node, it starts its flight without waiting for 
UAV 2. If it is a ground vehicle, it has to wait for UAV 2 at the node where it is located. 
When UAV 2 arrives at this node, after completing its service (battery replacement,
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etc.), the ground vehicle and UAV 2 move at the same time. In Scenario 2 (UAV 1, 
Ground Vehicle, UAV 2), UAV 1 arrives at the rendezvous node first. UAV 1 has to 
wait for the ground vehicle to change its battery and load the package of its next 
customer. Only after the arrival of the ground vehicle can it take off for a new flight. 
After UAV 1 takes off, the ground vehicle continues to wait. After UAV 2 arrives, 
the ground vehicle and UAV 2 leave the node at the same time, just as in Scenario 1. 
In Scenario 3 (UAV 1, UAV 2, Ground Vehicle), the ground vehicle arrives after the 
UAVs. In this case, both vehicles have to wait for the ground vehicle. After the ground 
vehicle arrives, the batteries of both UAVs are changed, their packages are loaded 
and the vehicles all leave at the same time. These scenarios clearly illustrate the 
coordination of vehicles in the VRP-mD problem and the separation and rendezvous 
order according to different scenarios. In this way, it can be seen that the VRP-mD 
addresses various scenarios and ensures the coordination of tools in a certain order. 

Figure 8.8 explains in detail how a modification to the example solution shown in 
Fig. 8.7 can disrupt plausibility. In the solution in Fig. 8.7, the tour 0-15-2 assigned 
to UAV 2 is changed to 0-15-1 in Fig. 8.8. In this case, it is clear that there is some 
reduction in the ground vehicle’s route, because there are fewer stops on the new 
route (0-1) than on the old route (0-1-2). The probability that the ground vehicle 
waits for UAV 2 at the end of round 0-15-2 (if the ground vehicle arrives at node 2 
after UAV 2), and the probability that this waiting increases if UAV 2 waits at round 
0-15-2, depends on the duration of flight 0-15-1. The probability that the ground 
vehicle waits at node 1 is shown in light gray. If the ground vehicle has to wait at this 
node, there is a risk of exceeding the battery life. If the ground vehicle is waiting at 
node 3, the probability of the ground vehicle waiting for the UAV decreases, unlike 
in the 0-15-2 round. This is indicated by node 3 in Fig. 8.8, shown in dark gray. At 
other nodes, changes in dwell times can have an impact on the travel time of the 
vehicles and therefore on the battery life. For example, changes at nodes 3 and 6 can 
lead to an increase in waiting time at node 7 and an increase in travel times if the 
ground vehicle is waiting at nodes 4 and 7. This may increase the risk that the ground 
vehicle will not be able to complete the distance between nodes 3–6 and nodes 6–8 
before the battery life runs out, and may disrupt availability. This can happen not 
only in one round, but also in all three rounds. In the case of UAV 2 waiting, the 
probability of the ground vehicle waiting varies depending on changes in the ground 
vehicle’s route. This requires all affected nodes to be considered for the calculation 
of the fitness function, which increases the cost.

It is clear that the increase in the number of UAVs will make it difficult to apply 
local search-based heuristics for single UAV deployment under the current assump-
tions, and the feasibility may deteriorate. In this case, the proposed hybrid genetic 
algorithm based on function estimation with machine learning is suitable for solving 
VRP-mD under the current assumptions, since it determines the ground vehicle route 
in the first stage and determines the UAV flights precisely in the second stage. The 
only modification required to apply the proposed hybrid genetic algorithm to VRP-
mD is to adapt the mathematical model solved in the second stage of the algorithm 
to multiple UAV tour assignments. In this adaptation process, the 2-stage iterative
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Fig. 8.7 Visualization of the VRP-2D solution 

Fig. 8.8 Effects of the modification of the VRP-2D solution

exact solution algorithm is adapted to handle the distribution problem where a single 
ground vehicle and multiple UAVs make simultaneous deliveries. 

In the first step of the 2-step algorithm for the VRP-D problem, the ground vehicle 
route and hence the customer nodes assigned to the UAV are determined. In this step, 
once the ground vehicle route is determined, the delivery time is known. However, 
waiting situations that may be caused by UAV rounds may make the delivery time 
of the ground vehicle longer than the one determined in the first stage. As a result, 
the ground vehicle route will take longer to complete than in the first phase. In the 
second stage, in order to minimize the waiting time of the ground vehicle, the best 
UAV tour assignments are made considering the ground vehicle route and UAV nodes 
determined in the first stage. The algorithm starts with the smallest ground vehicle 
route and then continues by refining the lower and upper bounds. When a shorter 
ground vehicle route cannot be obtained to the current best solution, the algorithm is 
terminated by closing the difference between the local lower bound and the global 
upper bound. 

In the case of ground vehicle coordination with a single UAV, waiting times at the 
warehouse with customers on the ground vehicle route can be taken into account, 
taking into account that the waits will only be at the meeting points. However, if the 
ground vehicle coordinates with multiple UAVs, the situation becomes a bit more 
complicated. In this case, the rendezvous points where the waits take place may 
coincide with intermediate nodes in other UAV rounds. For example, in the example 
solution in Fig. 8.7, at nodes 2, 3, 4, 5, 6 and 7, the ground vehicle meets one UAV 
while the other UAV continues its flight. In this case, the travel time of the ground
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vehicle between the departure and rendezvous nodes with the other UAV may be 
longer. However, these waiting times should not exceed the battery life of the other 
UAV. For example, due to the waiting time of the ground vehicle at node 2, the 
time between the departure of UAV 1 from node 0 and the arrival of the ground 
vehicle at node 3 should not be greater than the battery life of the UAV. Therefore, 
the mathematical model is expressed in a way that optimizes the rounds of multiple 
UAVs. 

In the multi-UAV scenario, the objective function is defined as the arrival time 
of the last vehicle to arrive at the depot. Since the ground vehicle has to wait for all 
UAVs to arrive at a node to move from that node, the objective function in Eq. 8.9 
aims to minimize the earliest time at which the ground vehicle can leave the depot. 

min
[
tmax0 N+1

]
(8.9) 

In order for the tour assignments in the problem to be feasible assignments, certain 
conditions must be met. The first of these conditions is given in Eq. 8.10. As can be 
seen from the equation, each customer assigned to a UAV in the first stage has to be 
assigned to only one UAV. This condition is important as a fundamental constraint 
to ensure the appropriateness of tour assignments. 

M∑

v=1

∑

p∈Ps 
aipx

v 
p = 1, i ∈ Ds (8.10) 

Furthermore, as shown in Eq. 8.11, each node on the ground vehicle route can be 
selected as the start node of up to one UAV tour on each UAV’s route, including the 
depot. This node can be the start, end or intermediate node in tours assigned to other 
UAVs. This constraint is intended to coordinate and harmonize tour assignments by 
ensuring that the starting point of each UAV tour is connected to a specific node on 
the ground vehicle route.

∑

p∈Ps 
fipx

v 
p ≤ 1, i ∈ C ∪ {0}\Ds, v = 1, 2, . . . ,  M (8.11) 

As expressed in Eq. 8.12, each node on the ground vehicle route can be selected 
as the end node for at most one UAV tour on each UAV’s route, including the depot. 
This rule is intended to organize and harmonize tour assignments by ensuring that 
the end point of each UAV tour is connected to a specific node on the ground vehicle 
route.

∑

p∈Ps 
lipx

v 
p ≤ 1, i ∈ C ∪ {N + 1}\Ds, v = 1, 2, . . . ,  M. (8.12) 

Another constraint necessary to ensure the UAVs are assigned to a feasible tour 
is given in Eq. 8.13. This constraint ensures that each UAV does not start another
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tour before completing a tour. Given “ns” customers on the ground vehicle route, 
when a UAV tour is selected that starts at a customer at position “i” of the ground 
vehicle route and ends at a customer at position “j”, a UAV tour cannot be selected 
that starts or ends at any “k” position between these two positions. This constraint 
prevents overlapping UAV tours and ensures that tour assignments are appropriate 
and logical.

∑

p∈Ps 
fmkpx

v 
p +

∑

p∈Ps 
lmkpx

v 
p ≤ 2 

⎛ 

⎝1 −
∑

p∈Ps 
fmiplmjpx

v 
p 

⎞ 

⎠ 

i = 0, 1, . . . ,  ns − 1, j = i + 2, . . . ,  ns + 1, v = 1, 2, . . . ,  M, 

k ∈ H H = { h|i < h < j}, i /= j (8.13) 

Equation 8.14 calculates the arrival time of the ground vehicle at the next node on 
the route, departing from the node at position “i”. In this equation, if any flight has 
started at the node at position “j”, a time equal to SL (Service Time) will be spent. 
This is important to determine the arrival time by taking into account the service 
time between the nodes on the ground vehicle’s route. 

tk mj+1 ≥ tmaxk mj 
+ distmj+1,mj + SL

∑

p∈Ps 
fmipx

v 
p, 

j = 0, . . . ,  ns, k = 0, v = 1, . . . ,  M (8.14) 

Using the method in Eq. 8.15, when vehicle “v” is assigned a tour starting at node 
“i” and ending at node “j”, the arrival time at “j” is calculated by adding the flight 
time to the earliest time at which vehicle v can take off from node i. At the departure 
node, as specified in Eq. 8.15, as much  time as SL (Service Time) will be spent. This 
is an important constraint used when calculating the arrival time, taking into account 
the processing time at the start and end nodes of each round. 

tk mj 
≥ tmaxv mi 

+ (
dp + SL

) ∑

p∈Ps 
fmiplmipx

v 
p, 

j = 1, . . . ,  ns + 1, i < j, i ∪ 0, v = 1, 2, . . . ,  M (8.15) 

Equation 8.16 states that the ground vehicle must wait for the arrival of each UAV 
it will meet at this node before leaving the node at position “j”. The ground vehicle 
can leave this node after spending the SR (Service Waiting) time waiting for the 
arrival of the UAVs. 

tmaxk mj 
≥ tv mj 

+ SR
∑

p∈Ps 
lmjpx

v 
p, j = 1, . . . ,  ns + 1, k = 0, v = 1, 2, . . . ,  M 

(8.16)
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Equation 8.17 states that the departure time of vehicles from any node cannot be 
earlier than the arrival time at that node. According to this rule, if a rendezvous takes 
place at a node at position “j”, the SR time must be added to the departure time of 
the vehicle from that node. UAVs cannot move for a new flight from any node on the 
ground vehicle route before meeting the ground vehicle. 

tmaxk mj 
≥ tv mj 

+ SR
∑

p∈Ps 
lmjpx

v 
p, j = 1, . . . ,  ns + 1, v ∈ V (8.17) 

Therefore, as expressed in Eq. 8.18, in order for the vehicle to leave this node, it 
must first wait for the ground vehicle to arrive at that node and then spend the SR 
time. 

tmaxv mj 
≥ tk mj 

+ SR
∑

p∈Ps 

lmjpx
v 
p, 

j = 1, . . . ,  ns + 1, k = 0, v = 1, 2, . . . ,  M (8.18) 

As indicated in Eq. 8.19, the vehicles leave the depot at the same time and at time 
0. In cases where the UAVs are flying from a starting point (position i) to an end 
point (position j) on the ground vehicle route, they must meet the ground vehicle 
before running out of battery. 

tk mj 
− tmaxv mi 

≤ E + M 

⎛ 

⎝1 −
∑

p∈Ps 

fmiplmjpx
v 
p 

⎞ 

⎠, 

j = 1, . . . ,  ns + 1, i < j, i ∪ 0, k = 0, v = 1, 2, . . . ,  M (8.19) 

In cases where the UAV starts its flight from the node at position i, the ground 
vehicle can continue to wait for another UAV at the same node. If the UAV reaches 
the rendezvous point before the arrival of the ground vehicle, it has to wait for the 
ground vehicle in the air. Therefore, it is not enough for the UAV’s flight to be shorter 
than the battery lifetime; the time between the UAV’s take-off and its rendezvous 
with the ground vehicle, i.e. the time in the air, must also be shorter than the battery 
lifetime. This constraint also limits the travel time of the ground vehicle between 
the UAV and its departure and reunion nodes. Equation 8.20 represents the variable 
definition used for the tour assignments to the UAVs. This equation represents a 
mathematical expression used in the problem to assign UAVs to specific tours. 

xv p ∈ {0, 1}, p ∈ Ps, v = 1, 2, . . . ,  M (8.20) 

The decision variable definitions for arrival times at nodes in the ground vehicle 
route are presented in Eq. 8.21. This equation provides a mathematical description 
of the variables that express when vehicles will arrive at specific nodes.
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tv mj 
≥ 0, j = 1, . . . ,  ns + 1, v ∈ V (8.21) 

The decision variable definitions for the exit times from the nodes in the ground 
vehicle route are found in Eq. 8.22 This equation provides the mathematical 
expression of the variables that specify when the vehicles will leave certain nodes. 

tmaxv mj 
≥ 0, j = 0, . . . ,  ns + 1, v ∈ V (8.22) 

8.4 Results 

In this section, in order to evaluate the performance of the heuristic method, compar-
ison results with the studies in the literature are presented. Along with the obtained 
results, the parameter selection and related assumptions used in the numerical study 
are also explained in detail. The packet loading times at the departure nodes and 
battery replacement times at the rendezvous nodes are neglected in the solutions 
obtained using the proposed exact solution algorithm and the hybrid genetic algo-
rithm. Given that the vehicles wait for each other at the rendezvous node and depart 
from this node at the same time, these service times are taken into account when 
generating each UAV tour produced in the mathematical model solution phase of 
the hybrid genetic algorithm. In this context, service times are added to the ground 
vehicle waiting time at each meeting node. In the example problems, customers are 
distributed in a homogeneous area of 32.1868 km × 32.1868 km. Ground vehicle 
speed is assumed as 56.32 km/h, UAV speed as 80.47 km/h and battery life as 
24 min. Furthermore, the service times were set as 40 s at the departure node and 
30 s at the joining node. The distances were calculated considering the Euclidean 
scale. The hybrid genetic algorithm was coded in MATLAB and IBM ILOG CPLEX 
Optimization Studio was used for the mathematical models. All experi-ments were 
performed on a laptop with an Intel Core i7 processor and 16 GB RAM. 

The results present the results of experiments on distribution networks with 
different number of objectives. The “Purpose” column in Fig. 8.9a shows the average 
of the best results obtained after 10 experiments with the proposed hybrid genetic 
algorithm and the annealing simulation. The “purposeTSP” column shows the distri-
bution time obtained with the TSP solution. In addition, in Fig. 8.9, the healing 
percentages are presented for three different methods. The first column (healingHGA) 
and the second column (healingAS) represent the improvement of the proposed algo-
rithm and the annealing simulation method compared to the travelling salesman 
person. The last column shows the differences between the improvements achieved 
by both methods.

Figure 8.9 is sorted by the number of customers. It is clear from these results 
that the Hybrid Genetic Algorithm (HGA) achieved the best result in four out of 
five problem cases and outperformed the Annealing Simulation (AS) method in the 
remaining one problem. The AS method achieved the best result in three problem
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Fig. 8.9 Comparison of hybrid genetic algorithm with the a purpose and b recovery rates of 
annealing simulation
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cases. Moreover, the average solution time of HGA is less than half a minute. These 
results show that the performance of HGA is superior to that of AS, especially for 
large data sets. 

When comparing the Hybrid Genetic Algorithm (HGA) and annealing simulation 
(AS) methods for 50-target scenarios in medium-sized problems, HGA achieved 
better results in three of the five different problem cases, while AS achieved better 
results in the other two cases. Using both methods, the drone-assisted deployment 
improved the deployment time by more than 10% compared to the TSP solution. In 
this context, the average solution time of HGA was observed to be approximately 
300 s for problems with 50 targets. Figure 8.10 shows the average time (in seconds) 
and total time (in seconds) to achieve the best result in the experiments with both 
methods.

It is seen that in large-sized problems and scenarios with 100 targets, HGA’s solu-
tion times reach up to 30 min and exceed this time in some problems. This increases 
the difficulty of completing the iterations required to achieve better results. Indeed, 
the results obtained after 800 iterations show longer deployment times compared 
to AS. However, on average, 6% shorter deployment times are achieved compared 
to the TSP solution. The increased solution times of HGA on large datasets reflect 
the difficulty of addressing more complex problems, showing that drone-assisted 
deployment provides a distinct advantage over TSP in such scenarios. 

During the parameter selection during the repetitions where these results were 
obtained, during the solution of problems with 10 and 50 customers; population size 
(Np) is 50, the number of individuals formed according to the nearest neighbor in the 
population (Nnhn) is 10, the size of the initial training data (Nt) is 50, the number of 
crossovers to be applied in each iteration (Nc) is 25, the number of iterations (Ngn) 
is 800, number of best children (Nb) 5, number of randomly generated individuals 
to be included in the population at each iteration (Nrhn) 2, number of individuals 
generated according to the nearest neighbor to be included in the population at each 
iteration (Nnhnb) 3, mutation probability (Mp) was determined as 0.5 and the number 
of nodes in the hidden layer was determined as 100. Similarly, when solving problems 
with 100 customers: population size (Np) is 50, the number of individuals formed 
according to the nearest neighbor in the population (Nrhn) is 10, the size of the initial 
training data (Nt) is 50, the number of crossovers to be applied in each iteration (Nc) 
is 25, number of iterations (Ngn) 800, number of best children (Nb) 5, number of 
randomly generated individuals to be included in the population at each iteration 
(Nrhn) 1, number of individuals generated according to the nearest neighbor to be 
included in the population at each iteration (Nnhnb) was determined as 2, mutation 
probability (Mp) was determined as 0.5 and the number of nodes in the hidden layer 
was determined as 100. It is clearly seen here that as the problem size increases, 
solution times increase dramatically. During the learning process of the algorithm, 
retraining the data with the exact solution of new individuals puts an additional 
burden on the algorithm in terms of time. Therefore, instead of repeating learning 
during each iteration, the learning process is restarted every 20 iterations. 

The evaluation of the heuristic results of VRP-mD is based on an experimental 
preparation similar to VRP-D. However, the 10-customer problems are too small
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Fig. 8.10 Comparison of the times to obtain the best and total results of the hybrid genetic algorithm 
in annealing simulation
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and unrealistic for the multi-UAV deployment version. Similarly, problems with 50 
customers take considerably longer to solve compared to the solution times of the 
single UAV version. For this reason, the numerical analysis of VRP-mD is performed 
on 30-customer sample problems of a more appropriate size. For this purpose, 
30 customer instances with x and y coordinates uniformly distributed between − 
16.0934 and + 16.0934 were created. In these instances, the values of the assumed 
numerical parameters were used. 

Figure 8.11 shows the distribution times and TSP solutions obtained by solving 
the example problems with 30 customers with 1, 2 and 3 UAVs. For each problem, 
the shared values are the average of the values obtained in 10 iterations of that 
problem. The objective column shows the deployment times (s), while the Tbest and 
Ttotal columns indicate the time to obtain the best solution and the total solution time, 
respectively. The ImprovementTSP column presents the percentage improvement in 
deployment times compared to the TSP solution in each scenario. The solution times 
increase rapidly in proportion to the number of UAVs. For example, in the case of 1 
UAV, the time to reach the solution is 1 min, while this time increases to 1 h for  2  
UAVs and 2.5 h for 3 UAVs. 

The rate of increase in the improvement percentages obtained according to the 
TSP solution decreases with the number of UAVs. This result can be clearly seen in 
Table 8.1. In this context, it is seen that even the most inefficient solution can achieve 
10% improvement, while 35% improvement can be achieved with increasing number 
of UAVs for a similar problem. Especially with the addition of the 3rd UAV to the 
distribution network, very small improvement rates are observed in problems 1 and 
2 compared to the scenario with 2 UAVs. This situation is similarly observed in the 
utilization rates of UAVs.

Fig. 8.11 Heuristic solutions with 1, 2 and 3 UAVs 
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Table 8.1 Percent 
improvement of the heuristic 
solution compared to the TSP 
solution 

Datas 1 UAV  (%) 2 UAV  (%) 3 UAV  (%)  

I 13.47 22.97 24.59 

II 10.58 18.90 19.26 

III 18.01 27.64 34.84 

IV 14.10 23.91 28.39 

V 11.30 19.23 22.85 

Fig. 8.12 Average utilization rates of UAVs 

Figure 8.12 presents the UAV utilization rates obtained with different numbers 
of UAVs in the 30-client problem. According to Fig. 8.12, the UAV utilization rate 
decreased in the case of 3 UAVs compared to the case of 2 UAVs. This decrease in 
the UAV utilization rate is thought to be due to the increase in the number of UAVs 
and the increase in the waiting time of the ground vehilce for the UAVs. 

The results in Fig. 8.12 show that the increase in the number of UAVs reduces the 
effective utilization of UAVs. This finding raises the question whether the increase 
in the number of UAVs can be compensated by an increase in battery life. For 
this purpose, the VRP-UAV problem with 30 customers was re-solved under the 
assumption that the battery life is twice as long (40 min). Figure 8.13 shows the 
average values of the deployment times obtained with different combinations of 
UAV numbers and battery life. According to the findings, only one of the 5 different 
problem instances, the combination of 1 UAV and 40 min battery life, provides 
similar deployment times to the combination of 2 UAVs and 20 min battery life.

Table 8.2 shows the average of the distribution times obtained at the end of the 
objective function performed in 10 iterations at 20 battery lifetimes for 30 delivery 
problems using 1, 2 and 3 UAVs.

This result shows that in addition to the number of UAVs, battery life and hence 
battery technology also plays an important role in the simultaneous deployment
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Fig. 8.13 Deployment times (s), various combinations of UAV numbers and battery life

Table 8.2 For 30 deployment problems, the deployment time for different UAVs with the same 
battery life 

Datas 1 UAV 2 UAV 3 UAV  

Time (h) Time (h) Recovery (%) Time (h) Recovery (%) 

I 3.21 2.86 10.90 2.80 12.77 

II 2.90 2.63 9.31 2.62 9.65 

III 2.80 2.47 11.78 2.22 20.71 

IV 2.87 2.54 11.49 2.39 16.72 

V 2.71 2.47 8.85 2.36 12.91

problem of ground vehilces and UAVs. For a more in-depth analysis, there is clearly 
a need for studies that also consider costs. 

8.5 Conclusion 

This paper aims to improve the methods in the existing literature and fill the knowl-
edge gaps in this area by addressing the simultaneous ground vehicle and drone 
delivery problem. The study aims to develop an exact solution to the VRP-D problem, 
which considers the scenario where ground vehicles and a single drone are used. 
This is achieved with a genetic algorithm based on function estimation with machine 
learning that maintains a two-stage structure. The numerical study was compared with 
the annealing simulation method using the same assumptions and showed that the 
genetic algorithm based on machine learning gives better results in solving small and 
medium-sized problems. However, for large-scale problems, the genetic algorithm 
based on machine learning was slower than the other method. Although VPR-D is still
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considered as a new problem, it is attracting attention from the academic and busi-
ness world and the number of studies in this field is increasing rapidly. Based on the 
results of this study, several important roadmaps for future research can be suggested. 
First, the focus should be on solving large-scale VDP-D problems more effectively, 
as such problems play an important role in real-world applications. Furthermore, 
studying various deployment scenarios involving different combinations of UAVs 
and ground vehicles can help to understand the potential of this technology from a 
broader perspective. Furthermore, studies that more closely examine how VRP-D can 
be adapted to different application domains and its environmental impacts can help to 
better understand the future use of this technology. These recommendations can help 
determine the direction of future studies in the field of VRP-D. These results were 
obtained during the parameter selection during the iterations when solving problems 
with 30 customers; population size (Np) 50, number of individuals in the population 
generated by nearest neighbor (Nnhn) 10, initial training data size (Nt) 50, number 
of crossovers to be applied in each iteration (Nc) 25, number of iterations (Ngn) 500, 
number of best children to be included in the population at the end of each iteration 
(Nb) 3, number of randomly generated individuals to be included in the population 
at each iteration (Nrhn) 1, number of nearest neighbor generated individuals to be 
included in the population at each iteration (N_nhnb) 2, mutation probability (Mp) 
0. 5 and the number of nodes in the hidden layer is set to 100. 

Appendix 1: Nomenclature 

i, j Node Index 
k Position Index 
p UAV Route Index 
v Vehicle Index 
s Iteration Index 
C Customer Cluster 
V Vehicle Cluster (Ground Vehicle and UAVs, M + 1) 
N Number of Customers in the Distribution Network 
M Number of Uavs in the Distribution Network 
E Duration Of Time The UAV Can Stay İn The Air Without Running Out 

of Battery (Battery Life) 
s Iteration Index 
Ds Cluster of Customers Assigned to the UAV in Iteration “s” 
Ps The Cluster of Tours that the UAV can Perform in Iteration “s” 
dp “P” Round Completion Time 
fip “P” Round is Given 1 If It Starts With Node “i”, 0 Otherwise 
aip In round”p”, The UAV is Given 1 If It Delivers to Customer “i” and 0 

Otherwise 
lip “P” Round is Given 1 If It Ends With Node “i”, 0 Otherwise 
Dmax The Largest Number of Clients that can be Assigned to UAV
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N Number of Customers in the Distribution Network 
ti Time of Arrival of the Ground Vehicle at the “i” Node 
mk Customer Assigned to Position “k” on the Ground Vehicle Route 
ns Number of Customers on the Ground Vehicle Route Selected in 

Iteration “s” 
rs Ground Vehicle Route Determined in the First Stage of Iteration “s” 
{0, N + 1} Start and End Point of the Station 
xp 1 If Tour “p” is Assigned to the UAV, 0 Otherwise 
wi Waiting Time of the Ground Vehicle for the UAV at Node “i” 
ti Arrival Time of the Vehicle at Node ‘i’ on the Truck Route 
H Hidden Layer Output Matrix 
h Number of nodes in the hidden layer 
distij Travel Time of the Truck Between Nodes “i” and “j” 
tmax Earliest Departure Time of the Vehicle from Node “I” on the Ground 

Vehicle Route 
SL Service Time 
SR Service Waiting 
Np Population Size 
Nnhn Nearest Neighbor in the Population 
Nt Initial Training Data 
Nc Number of Crossovers to be Applied in each Iteration 
Ngn Number of Iterations 
Nb Number of Best Children 
Nnhn Number of Randomly Generated Individuals to be Included in the 

Population at Each Iteration 
Nnhnb Nearest Neighbor to be Included in the Population at Each Iteration 
Mp Mutation Probability 
Np Population Size 
Nrhn Number of Individuals Formed According to the Nearest Neighbor in 

the Population 
Nt Initial Training Data 

Appendix 2: List of Acronyms 

UAV Unmanned Aerial Vehicle 
TSP Travelling Salesmen Person 
VRP Vehicle Routing Problem 
VRP-D Vehicle Routing Problem with Drone 
MNLP Mixed-Integer Nonlinear Programming 
GCS Ground Control Station
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Chapter 9 
Automation of Topic Generation 
in Government Information Requests 
in Mexico 

Hermelando Cruz-Pérez , Alejandro Molina-Villegas , 
and Edwin Aldana-Bobadilla 

Abstract In Mexico, legislation guarantees public access to information, empow-
ering citizens to request data from the government. This research delves into the 
National Transparency Platform’s extensive archive, which includes over 2 million 
requests for information, with the goal of discerning the primary interests of citi-
zens in government actions from 2003 to 2020. Through the analysis of 2,518,875 
requests, Genetic Algorithms were employed to fine-tune three crucial hyperparam-
eters of the Latent Dirichlet Allocation (LDA) model: alpha, beta, and the number 
of topics. This optimization aimed at enhancing the model’s accuracy in topic iden-
tification, measured by the coherence metric of the topics identified. Additionally, 
Generative Pre-trained Transformer (GPT) technology facilitated the automatic gen-
eration of titles and descriptions for these topics. The investigation revealed 4131 
topics of public interest throughout the Mexican Republic, with significant emphasis 
on environmental management, public policies, the response to the COVID-19 health 
crisis, labor issues, and education in 2020. These findings underscore the critical role 
of proactive transparency and the provision of open data in advancing the analysis 
of vast quantities of government data. This study paves the way for future data-
driven decision-making and policy development research. It highlights the profound 
influence of sophisticated data analysis in promoting government transparency and 
stimulating citizen engagement. Using genetic algorithms to refine the LDA model 
and large language model technology for content generation, this study innovates 
analyzing public information requests, contributing significantly to improving gov-
ernmental transparency. 
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9.1 Introduction 

In an era where government data swells at an unprecedented rate, the skill to metic-
ulously parse and derive insights from these extensive datasets is a cornerstone for 
advancing public understanding and underpinning data-driven policy-making. In the 
governmental sphere, this reality is especially notable, as public administrations 
generate immense amounts of data in their daily interactions with citizens. A clear 
example is the numerous requests directed to the Mexican government through the 
National Transparency Platform (NTP). 

This study focuses on the application of advanced data processing techniques. 
Specifically, a genetic algorithm has been developed to automate the selection of key 
hyperparameters, including Alpha, Beta, and the number of topics, which are crucial 
for the efficient training of the LDA (Latent Dirichlet Allocation) model. This model 
is fundamental in the thematic analysis of large datasets, enabling the extraction of 
meaningful topics from unstructured text data. Further, we have applied optimization 
techniques to the vocabulary to enhance the quality of topic analysis. This includes 
Text Mining techniques to ascertain topic similarity across different geographic areas. 
Additionally, in line with the principles of Zipf’s Law, our approach to vocabulary 
optimization has significantly improved the precision of our results, confirming the 
law’s relevance in the context of natural language processing and topic modeling. 

With this study, we aim to establish a solid framework for future research and 
practical applications in the processing and analysis of large data sets, thus marking 
a milestone in the management of public information and its efficient interpretation. 

9.1.1 Background of Access to Information 

The history of access to public information has its roots in Sweden, where, in 1766, 
the Freedom of the Press Act and the right to access public records were enacted. 
Anders Chydenius, a Swedish-Finnish priest who also played roles as a member 
of parliament and economist, drove this pioneering legislation. This event marked 
a significant milestone in the administrative centralization of Sweden, laying the 
groundwork for future developments in this field [ 27]. 

However, the modern concept of access to information underwent a fundamental 
change after the conclusion of World War II. In 1948, the Universal Declaration of 
Human Rights was proclaimed, which revisited the notion of freedom of expression. 
This declaration established that no citizen should be disturbed because of their opin-
ions and fundamentally recognized the rights of citizens to seek, disseminate, and 
receive information. These historical events laid the foundations for the current con-
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cept of access to information, which is intrinsically linked to the right of individuals 
to seek, disseminate, and receive information by any means available. Today, infor-
mation is considered an indispensable resource for the exercise of other fundamental 
rights [ 14]. 

In Mexico, freedom of expression is a fundamental right recognized in the Con-
stitution of 1917. Article 6 states that the expression of ideas is protected, except 
when it affects morality, the rights of others, incites crime, or disturbs public order. 
This balanced approach seeks to promote freedom of expression while protecting 
other important values [ 10]. 

However, it was in December 1977, during López Portillo’s political reforms, 
that the phrase “The right to information is guaranteed by the State” was added 
to Article Six of the Constitution, marking a milestone in the recognition of this 
fundamental right in Mexico [ 14]. Despite this significant inclusion, there persisted 
a notable ambiguity concerning the practical implications of this enshrined right. 
Citizens could access governmental information, but the Supreme Court of Justice of 
the Nation considered that this reform did not fully guarantee access to information 
generated by the government. This process reflects the evolution of the right to 
information in Mexico and the ongoing need to protect it effectively. 

The landscape of transparency in Mexico underwent a pivotal transformation on 
April 30, 2002, when Congress unanimously enacted the Federal Law of Trans-
parency and Access to Governmental Information (LFTAIG). This landmark legis-
lation introduced institutions and procedures enabling individuals to request federal 
governmental information from designated entities, marking a significant milestone 
in the country’s commitment to open governance. Additionally, a one-month deadline 
was established for these entities to provide the requested information. The Federal 
Institute for Access to Information (IFAI) was designated as the entity responsible 
for ensuring the right to access information [ 8, 15]. 

The most significant national milestone was the approval in 2015 of the General 
Law of Transparency and Access to Public Information (LGTAIP). Its main objective 
is to promote transparency in institutions and strengthen participation and account-
ability [ 25]. Furthermore, this law changed the name of IFAI to INAI to enhance its 
role as a national-level guarantor institution. 

9.1.2 Role of the National Institute for Transparency, Access 
to Information, and Personal Data Protection (INAI) 

The National Institute of Transparency, Access to Information and Protection of 
Personal Data (INAI) in Mexico plays a key role as an independent body in promoting 
government transparency and safeguarding personal information. Its main function is 
to ensure public access to information and to oversee the proper handling of personal 
data, fostering accountability of authorities, and ensuring the privacy of citizens.
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According to the General Law of Transparency and Access to Public Information 
[ 11], the (INAI) performs the following functions: 

• Resolve citizen complaints who submit requests for review against obligated sub-
jects to safeguard the right to access information. 

• Resolve disputes from citizens who submit resources of non-compliance against 
decisions made by local guarantor organizations; when these contravene the prin-
ciple of maximum publicity of information. 

• Establish sanctions and take appropriate measures in cases where the rights of 
access to public information and the protection of personal data are violated. 

• Ensure that personal data in the possession of government entities or companies 
are properly safeguarded and secure, and that they are not shared without the 
knowledge, explicit consent, and approval of their owners. 

The purpose of the INAI in Mexico is to ensure that all Mexican citizens can 
exercise their right to access information while being protected from any undue 
interference by other governmental actors. The INAI conforms to policies proposed 
by international organizations that seek to promote democratic governance through 
inclusive political institutions [ 9]. 

The General Law of Transparency and Access to Governmental Public Informa-
tion (LGTAIPG), published on May 5 strengthens the autonomy of the INAI by 
granting it can review resolutions of local guarantors bodies in cases of controversy. 
Additionally, it consolidates the position of the INAI as the highest authority on the 
matter and prevents authorities from challenging its decisions before administrative 
or judicial bodies. The law also expands the powers of the guarantor bodies by allow-
ing the INAI to resolve review requests filed by individuals against state guarantor 
bodies, as well as to take coercive measures and sanctions when necessary [ 4, 17]. 

The INAI is committed to promoting and contributing to the creation of a state 
in Mexico that is more transparent and accessible. The aim is to restore the public’s 
trust in the authorities and to promote active participation of society in all processes 
related to the formulation of public policies. By working together to address pub-
lic challenges, the likelihood of democracy being effective and generating positive 
results is increased [ 26]. 

9.1.3 The Importance of the National Transparency Platform 
(PNT) 

The National Transparency Platform (PNT) is the digital strategy established by the 
Mexican Government to make transparent the operations of more than 8000 Obli-
gated Subjects (SO) across the country. The PNT is a fundamental part of the infor-
mation dissemination work coordinated by the National Institute for Transparency, 
Access to Information, and Protection of Personal Data (INAI), which is responsible 
for liaising with and linking the 32 institutes and/or commissions that, in turn, work 
in coordination with the SOs of each state.
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The PNT plays an essential role in the Mexican Government’s efforts to promote 
transparency in the management of more than 8000 Obligated Subjects (SO) in all 
states of the Mexican Republic. This digital platform has been designed to ensure 
that relevant information is available to the public, promoting greater accountability 
at all levels of government. 

The INAI plays a central role in the implementation and coordination of the PNT. 
This body is responsible for establishing links with the 32 state institutes and/or 
commissions, who, in turn, collaborate closely with the SOs in each state. Together, 
they work synchronously to ensure that public information is accessible, verifiable, 
and understandable for all citizens. The PNT not only seeks to ensure transparency in 
the management of public resources but also promotes access to relevant information 
in areas such as government procurement, public finances, government policies, and 
other topics of public interest. This allows citizens to be better informed and actively 
participate in decision-making, thus strengthening democracy and citizen control 
over government actions. 

It is crucial to highlight that the National Transparency Platform (PNT) consists 
of four key systems, each playing specific roles in establishing a comprehensive and 
highly interoperable digital space. Firstly, the Information Access Request System 
(SISAI) connects users with over eight thousand public institutions, allowing them 
to request public and personal information. In addition to facilitating this interac-
tion, SISAI also manages the registration of requests and ensures compliance with 
deadlines established by law. In cases of potential delays or omissions, this system 
presents complaint resources to expedite the process [ 1]. 

Complementing the Information Access Request System, the PNT includes three 
other essential systems: the Management System of Means of Contestation, the Sys-
tem of Transparency Obligations Portals, and the Communication System between 
Guarantor Bodies and Obligated Subjects (SO). These systems collaborate to estab-
lish an efficient and highly integrated cyberspace that simplifies the participation of 
all actors involved in access to information and governmental transparency. 

9.2 State of the Art 

Some significant works stand out in information request analysis using advanced 
techniques. [ 2] used supervised Latent Dirichlet Allocation (LDA) techniques to 
predict the Mexican government’s response capability to federal information requests 
between 2003 and 2015. Similarly, [ 3] applies sLDA to investigate the Mexican 
government’s response (or lack thereof) to public information requests during the 
same period, identifying the topics most linked to governmental responses. 

Another author [ 6] analyzes a large dataset consisting of hundreds of thousands 
of information requests, comparing similar cases in terms of dependencies, themes, 
and timing and considering the complexity and sensitivity of the requests. This study 
reveals a higher success rate for requests from regions with strong support for ruling 
parties, especially on issues of public relevance. This suggests an attempt to mitigate
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political risks rather than favor supporters. Similarly, [ 5] examines over a million 
information requests, using unsupervised methods to categorize them based on their 
thematic diversity. This analysis demonstrates the variability of requests, from pub-
lic transparency to more private and micropolitical interests, and highlights public 
concern for environmental impact and violence. 

Our methodology is distinguished by proposing a new automated approach to 
identify topics with the optimal values of alpha and beta parameters based on their 
coherence. In addition, we conduct differentiated analyses by state and year. 

Regarding the automation of hyperparameters using another type of information, 
We can mention [ 20], which focuses on optimizing LDA configurations to surpass 
the results of the conventional LDA model. The work introduces and applies the 
SA-LDA algorithm, which leverages Simulated Annealing (SA) to determine the 
optimal values of LDA parameters. Analogously, [ 29] explores the improvement of 
LDA model parameters through the development of a parallel differential evolution 
algorithm that incorporates two cost functions, LDADE and Word2Vec, emphasizing 
the ongoing commitment to refining techniques for thematic modeling. 

9.3 Theoretical Framework: Automation of Topic 
Generation 

The Automation of Topic Generation using Genetic Algorithms for Hyperparam-
eters in Latent Dirichlet Allocation (LDA) Modeling represents a fascinating and 
advanced approach in the field of natural language processing and text mining. This 
methodology combines the robustness of LDA Topic Analysis with the efficiency of 
genetic algorithms, offering a synergistic approach that enhances the capability to 
uncover latent topics within large text corpora. LDA is a widely used topic model-
ing technique for uncovering hidden structures or topics within large text data sets. 
However, the performance of this model depends greatly on the optimization of its 
hyperparameters, mainly alpha, beta, and the number of topics (topic). 

In this context, genetic algorithms, which are search and optimization methods 
inspired by natural selection and genetics present themselves as a powerful solution. 
These algorithms iteratively adjust and fine-tune the values of the LDA hyperpa-
rameters, seeking the optimal the combination that maximizes the coherence and 
relevance of the generated topics. The process involves generating a population of 
LDA models with different hyperparameters configurations, evaluating their perfor-
mance, and applying genetic operations such as selection, crossover, and mutation 
to evolve the hyperparameter configurations over several generations. 

This automatic approach not only improves the quality of the generated topics 
but also frees users from the tedious and often subjective task of manually adjusting 
hyperparameters. In this section, in addition to presenting a solid theoretical frame-
work, we will delve into the key concepts that support this approach, providing a 
more complete understanding of its functioning and applicability.
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9.3.1 Latent Dirichlet Allocation (LDA) 

Latent Dirichlet Allocation (LDA) is an unsupervised topic analysis algorithm used 
to identify underlying themes in a set of documents. The algorithm functions by 
assuming that each document is composed of a mixture of latent topics, and that 
each topic is comprised of a set of words [ 7]. The idea behind LDA is to find a 
representation of documents in terms of a probability distribution over a finite set of 
latent topics, where each topic is represented by a probability distribution over the 
vocabulary. To generate a new document, LDA first selects a mix of topics according 
to the topic distribution of the document. Then, for each word in the document, a 
topic is selected according to the chosen mix, and a word from that topic is chosen 
according to its probability distribution in the vocabulary. 

In [ 7], Blei et al. introduced the concept of Latent Dirichlet Allocation by employ-
ing the Dirichlet distribution, as delineated in Eq. (9.1), as the prior distribution of 
the two generative models: topics in documents and words in topics. In Eq. (9.1), 
the Dirichlet distribution’s parameters are leveraged to control the mixture of top-
ics within documents. Here, . ⎡ denotes the generalization of the factorial function 
to the real number domain, .Rn , effectively extending .n! to non-integer dimensions. 
The variable .T represents the total number of topics within the document corpus, 
while. α serves as the hyperparameter influencing the distribution’s shape, effectively 
dictating the topic mixture’s concentration and diversity. 

The Dirichlet distribution, defined by Eq. (9.1) below, plays a pivotal role in the 
generative process of LDA, specifying the prior probabilities of topic distributions 
within documents. The term.p j , within the product, signifies the probability assigned 
to each topic . j , with the exponent .α − 1 modulating the influence of each topic 
based on the hyperparameter . α. The objective is to find the probability values of the 
distribution so that the original documents can be generated. 

.Dir(α) = ⎡(αT )

⎡(αT )

T⊓

j=1

pα−1
j (9.1) 

In equation for the Dirichlet distribution within LDA: 

• .Dir(α): Dirichlet distribution parameterized by . α. 
• . α: Controls uniformity across topics; higher values mean more evenly distributed 
topics. 

• . T : Number of topics. 
• . ⎡: Gamma function, for normalization. 
• .p j : Probability of topic . j . 
• . 

⊓
: Product of topic probabilities, influenced by . α.
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9.3.2 Topic Evaluation 

In topic modeling, coherence assessment initiates with identifying “pivotal words” 
for a fixed corpus. The “pivotal words” are selected based on frequency and thematic 
pertinence. The interrelations among these words are scrutinized using metrics like 
semantic similarity, thereby establishing a foundation for thematic cohesion. Subse-
quently, coherence is quantified by evaluating aspects such as the semantic proximity 
of words and their distribution across the corpus. This analytical procedure was inte-
grated using statistical methodologies, including the arithmetic mean or the median, 
to formulate a comprehensive coherence score for the theme [ 24]. 

As delineated in [ 18], the role of coherence in topic modeling is instrumental 
for ascertaining the interpretability of themes by human analysts. By characterizing 
themes through the most likely words, the coherence score gauges the degree of 
similarity among these words, serving as a crucial indicator of thematic coherence. 
One of the most commonly used metrics is the UMass coherence score Eq. 9.2. This  
metric calculates the frequency with which two words appear together in the corpus. 

.CUMass =
N∑

i=2

i−1∑

j=1

log
D(wi , w j ) + ϵ

D(w j )
(9.2) 

The components of the UMass coherence equation are delineated below, eluci-
dating their roles in assessing topic coherence within the realm of topic modeling: 

• .CUMass : The UMass coherence final score evaluates semantic coherence among 
topic words. 

• . N : The count of unique words in the evaluated topic. 
• .wi , w j : The topic’s indexed words for pairwise comparison. 
• .D(wi , w j ): Document frequency of both .wi and .w j , indicating co-occurrence. 
• . ϵ: A negligible positive value to prevent undefined logarithms. 
• .D(w j ): Document frequency of .w j , the occurrence count of .w j . 
• .log: Logarithmic function, normalizing the coherence score. 
• .

∑
: Sum over word pairs. 

Crucially, .CUMass quantifies thematic cohesion by summing over word pairs 
to evaluate their co-occurrence (.D(wi , w j )) and individual frequencies (.D(w j )), 
adjusted by . ϵ to ensure mathematical stability. This calculation, underpinned by 
the logarithmic ratio, offers insights into word semantic connections. The aggregate 
coherence score, derived from averaging these pairwise scores, reflects the topical 
harmony anchored in the corpus frequencies that originally informed the topic mod-
els. This approach ensures a nuanced, context-sensitive analysis of topics [ 28].
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9.3.3 Zipf’s Law in Vocabulary Refinement 

The frequency distribution of words in human languages follows a fundamental 
and enthralling phenomenon within linguistic studies, epitomized by Zipf’s Law 
presented in Formula (9.3). This distribution follows a systematic and universally 
acknowledged pattern: specific words occur with high frequency—such as “a”, “the”, 
and “you”—dominating functional words, whereas terms related to document seman-
tics surface sporadically [ 21]. This pattern exhibits remarkable consistency across 
diverse natural languages and contexts, significantly influencing fields like natural 
language processing. We used such properties to automatize the distinction between 
functional words and useful terms for topic modeling. 

Zipf’s Law articulates this distribution as: 

. f (r) ∝ 1

rα
(9.3) 

where: 

• . f (r) represents the frequency of the term with rank . r . 
• . α is an exponent, which in natural languages typically is close to 1. 
• .∝ denotes proportionality, indicating that the frequency of a word is inversely 
proportional to its rank in the frequency list, raised to the power of . α. 

9.3.4 Genetic Algorithm 

Genetic algorithms are search procedures that are based on the principles of natural 
selection and genetics. These algorithms combine the survival of the fittest chain 
structures with certain innovative aspects of human search. In each generation, a 
new set of artificial “creatures” (chains) is generated using fragments from the fittest 
of the previous generation. Occasionally, new parts are incorporated for a better fit 
[ 12]. 

In the 1960s, John Holland pioneered genetic algorithms (GA) and collaborated 
with his students and colleagues at the University of Michigan during the 1960s 
and 1970s. Unlike approaches such as evolution strategies and evolutionary pro-
gramming, Holland’s original goal was not to design specific algorithms to solve 
particular problems. His primary focus was conducting a formal investigation of the 
adaptation process, as it manifests in nature, and developing methods to incorporate 
natural adaptation mechanisms into computer systems. Holland’s approach and con-
tributions are extensively discussed in Melanie Mitchell’s work, “An introduction to 
genetic algorithms” where it is well explained that genetic algorithms guaranteed 
function optimization despite their random nature [ 16]. 

Genetic algorithms stand out compared to their conventional counterparts in the 
search for robustness, in four fundamental aspects. First, they employ a coded rep-
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resentation of the parameter set instead of individual parameters. Second, instead of 
focusing on a single point, they explore a population of points. Additionally, they 
rely exclusively on the information of the objective function (Payoff) without using 
derivatives or other additional knowledge. Lastly, they guide their search process 
through probabilistic transition rules instead of deterministic rules [ 12]. 

According to [ 32], a genetic algorithm designed to address a specific problem 
consists of several essential components First, a genetic representation is required to 
define how to encode potential solutions to the problem. Subsequently, a procedure is 
established for generating an initial the population of solutions, serving as a starting 
point for the algorithm. An evaluation function acting as a virtual environment plays 
a crucial role in rating the solutions in terms of their suitability, guiding the search. In 
addition, genetic operators are used that alter the composition of future generations, 
facilitating the evolution and adaptation of solutions throughout the process. Lastly, 
the values of various parameters of the genetic algorithm, such as the size of the 
population and the probabilities of applying the genetic operators are adjusted to 
optimize its performance in the specific context of the problem to be solved. In this 
sense, most genetic algorithms (GAs) share a series of fundamental components, 
such as populations of chromosomes, selection based on the fitness of individuals, 
crossover processes that generate new generations of offspring, and the introduction 
of random mutations in these offspring [ 16]. 

9.4 Optimizing Topic Generation in LDA: A Genetic 
Algorithm Approach for Automated Hyperparameter 
Tuning 

This section details the methodological approach used to automate the hyperpa-
rameter tuning, which produced many topics found in the National Transparency 
Platform. 

To clarify the methodological process used, Fig. 9.1 schematizes the main phases 
and the sequence followed by the proposal. This process ranges from collecting infor-
mation requests, data preprocessing, and vocabulary optimization through Zipf’s law 
to automating the LDA model’s hyperparameters. The latter allows for identifying 
the main results: the prevalent topics in the citizens’ information requests. Each stage 
is explained in detail in the rest of the section. 

9.4.1 Information Gathering 

The dataset for this study was meticulously compiled from the open data section 
of the National Transparency Platform, which focuses on federal entities obligated 
to adhere to transparency requirements. This research method deliberately omitted
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Fig. 9.1 Methodological process 

Fig. 9.2 Infomex Platform and National Transparency Platform 

data from non-federal entities, including state and local governments, legislative and 
judicial branches, political parties, unions, and similar bodies, to maintain a fed-
eral scope. The data were accessible in various formats, such as SQL, XML, CSV, 
and JSON, facilitating comprehensive analysis. The time frame for data collection 
spanned from 2003 to 2020, during which data retrieval initially utilized Infomex 
green [ 30], the precursor to the National Transparency Platform, until 2015. Subse-
quently, data collection shifted to the National Transparency Platform [ 31] for  the  
remainder of the period Fig. 9.2 shows the two platforms. Throughout this extensive 
timeframe, approximately 2,518,875 public information requests were submitted to 
various federal departments, underscoring the vast scope of data analyzed. 

The database contains full details on citizen inquiries sent to various governmen-
tal entities and their responses. It includes around 20 attributes; for more detailed 
information, see Table 9.1. This table provides an example of a request related to 
COVID-19. In this instance, the request involves seeking information on the avail-
ability of free tests, existing treatments and their costs, as well as the procedures 
for receiving medical care in Mérida, Yucatán, Mexico. This instance highlights the
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Table 9.1 Attributes of the INAI requests database 

INAI attribute Description Example 

Folio Unique 13-digit request 
identifier. 

310572322000377 

Fecha de solicitud Date and time when the 
request was filed. 

05/07/2022, 14:23 

Dependencia Name of the government 
department the request is sent 
to. 

Servicios De Salud De Yucatán 

Status Current status of the request, 
e.g., in process. 

Terminada 

Medio de entrada How the request was 
submitted: electronic or 
manual. 

Electrónica 

Tipo de solicitud Nature of the request: public 
info, personal data, data 
correction. 

Información pública 

Descripción Applicant’s explanation of 
requested information. 

Detalles de pruebas y 
tratamientos de COVID-19 en 
Mérida, Yucatán. 

Otros datos Additional details to aid 
information location. 

N/A 

Archivo adjunto de solicitud URL for supplementary files 
provided by the applicant. 

N/A 

Medio de entrega Preferred method for receiving 
the requested information. 

Electrónico a través del 
sistema PNT 

Fecha límite de respuesta Deadline for the department to 
respond. 

20/07/2022 

Respuesta Type of response provided by 
the government department. 

Entrega de información vía 
PNT 

Archivo de respuesta Digital file provided by the 
department as part of the 
response. 

N/A 

Fecha de respuesta Date the department 
responded. 

14/07/2022 

País Country of the applicant’s 
location. 

México 

Estado State of the applicant’s 
location within the country. 

Yucatán 

Municipio Municipality of the applicant’s 
location. 

Mérida 

Código Postal Postal code of the applicant’s 
location. 

97098 

Sector Government sector of the 
addressed department. 

Descentralizados
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diverse and complex nature of unstructured information and the importance of under-
standing the specific needs and queries of citizens. In this research, we analyze and 
offer a detailed description of the requests submitted by interested parties. These 
requests, expressed through texts provided by the applicants, represent unstructured 
information. 

9.4.2 INAI Information Request Preprocessing 

The preparation of descriptions is a pivotal step in data management, involving the 
rigorous cleaning, transformation, and organization of the data to set the stage for 
further analysis and modeling. This process starts with creating JSON files, carefully 
categorized by federal entity and year. These files are crafted based on our database’s 
“state” column classification, excluding descriptions that fail to specify a particular 
federal entity, thereby focusing solely on those that explicitly identify one. 

Subsequent steps include data cleaning removing special characters, numbers, 
and punctuation that could detract from the text’s clarity. Following this, tokeniza-
tion is performed, a crucial procedure in text processing that is especially vital for data 
analysis and natural language processing (NLP) [23]. For instance, after cleaning pre-
processing and tokenization, the sentence “I request information about COVID vac-
cines.” would dissect into tokens: [“I”, “request”, “information”, “about”, “COVID”, 
“vaccines”]. This division into smaller units simplifies the later stages of analysis 
and manipulation of the text, enabling more effective and efficient processing. 

Moreover, this stage involves identifying and removing stop words that contribute 
limited informative value. A custom word filter is employed for this task, designed to 
exclude general terms, prepositions, polite expressions, legal terminology, and typical 
phrases found in descriptions. This filter is critical for refining the content, allowing 
the analysis to concentrate on the text’s most pertinent elements, and ensuring the 
analysis remains focused and significant. 

9.4.3 Vocabulary Optimization 

During this phase, we constructed a specialized vocabulary from terms in texts. We 
evaluated how often each term appears in our dataset and prioritized the most common 
ones, previous filtering of functional words. Zipf’s law enabled us to streamline 
our vocabulary. According to Zipf’s law, the frequency . f of a word is inversely 
proportional to its rank . r in the frequency table, We express this relationship with 
Eq. (9.4): 

. f (r) = a

rs
, (9.4)
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Fig. 9.3 Example of vocabulary optimization for requests from the state of Jalisco during 2020 

where. a is a constant and. s is an exponent usually close to 1. By eliminating infrequent 
terms and categorizing less common terms as “unknown,” we efficiently condensed 
the vocabulary size, boosting the model’s performance without sacrificing accuracy 
or coverage. 

To refine our vocabulary further, we applied a knee-point identification method to 
the frequency distribution. This technique involves steps such as importing data from 
a CSV file, calculating word frequencies, and applying a logarithmic transformation 
to these frequencies, as described in Eq. (9.5): 

. log f = log( f requency), (9.5) 

and organizing them in descending order by rank. The transformed frequencies (.log f ) 
facilitate an easier examination of the distribution. 

Following this, we illustrated the relationship between the words’ ranks and their 
logarithmic frequencies in a graph (refer to Fig. 9.3). This visualization is crucial for 
observing the frequency distribution and locating the “knee point”—the juncture that 
signifies the ideal vocabulary size. The KneeLocator tool, which uses an algorithm to 
detect significant changes in the curve’s slope, aids in identifying this point, marking 
where the frequency of word usage sharply declines. 

Identifying the knee point allows us to define an optimal vocabulary size that 
includes the most impactful words up to the point of significant frequency reduction. 
This distinction aids in differentiating between common and rare terms, ensuring 
an effective analysis that retains the relevancy and integrity of the study on public 
information requests.
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Subsequently, we filter the words to include only those at or below the knee 
point, exporting this refined selection to a text file. Additionally, we create a text 
representation of this streamlined vocabulary, formatting each word in quotes and 
separated by commas, readying it for integration into natural language processing 
(NLP) models. 

9.4.4 Topic Modeling with LDA 

In this crucial phase of the process, we implemented the Latent Dirichlet Allocation 
(LDA) model to generate a series of key files essential for the project’s advancement. 
These key files include ‘Corpus.mm’, representing a structured collection of textual 
data; ‘Dictionary.dict’, a file mapping each unique word to a numeric identifier; 
‘Discarded Words.txt’, containing a list of terms filtered out during the data cleaning 
phase; ‘titles.txt’, storing the titles or headings associated with each information 
request; and ‘vocabulary.txt’, a compilation of all relevant words identified in the 
corpus. 

Equation (9.6) is employed for topic modeling based on LDA and other topic 
mixture models. Statistical modeling calculates how documents in a collection are 
generated in terms of a mix of several topics, where a “topic” is a distribution over 
a fixed vocabulary, and each document is considered a mix of various topics. The 
purpose of the formula is to calculate the probability of observing a specific word. 

.P(wi ) =
T∑

j=1

P(wi |zi = j) · P(zi = j) (9.6) 

• .P(wi ): Represents the marginal probability of encountering the word .wi . 
• .

∑
: Signifies the summation over all categories. j , from 1 to. T , where. T is the total 

number of topics. 
• .P(wi |zi = j): Indicates the probability of the word .wi given topic . j . 
• .P(zi = j): Reflects the a priori probability of selecting topic . j . 

For example, topic modeling in text analysis of public information requests reveals 
latent topics such as Waste Management, Biodiversity Conservation, and Renewable 
Energies, enhancing our understanding of key environmental concerns expressed in 
these requests. 

• .P(wi |zi = j): This probability demonstrates how related a specific word.wi , like 
“recycling”, is to a latent topic .zi = j , in this case, Waste Management. A high 
value indicates a significant association between the word and the topic. 

• .P(zi = j): This probability assesses how represented a specific latent topic .zi is 
within a request. Thus, if a request addresses Renewable Energies themes, the 
probability of this topic being represented (.zi = Renewable Energies’) will be 
high.
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Fig. 9.4 Genetic algorithm flowchart 

9.4.5 Deployment and Implementation of a Genetic 
Algorithm 

We leveraged a specific version of the genetic algorithm for the efficient optimization 
of . α and . β parameters and the precise selection of the optimal number of topics, 
with the process evaluated on the strength of the topic coherence score. Figure 9.4 
provides a flowchart outlining this optimization. The genetic algorithm harnesses a 
specific configuration to navigate the search space effectively: a population size of 
20 for diversity, 50 generations to ensure ample evolution, selection of 4 parents for 
a balanced genetic mix, retention of 2 elite solutions to preserve superior genes, and 
a mutation rate of 0.05 to foster new traits. Furthermore, it explores a gene space that 
includes . α and . β parameters within a range of 0.01–1.0, and the number of topics 
between 2 and 50, ensuring the algorithm meticulously tunes the model parameters 
and identifies the most coherent topics for analysis. The effectiveness of the algorithm 
is supported by statistical tests, details of which are provided in the referenced work 
[ 13]. This streamlined approach guarantees that the genetic algorithm not only fine-
tunes the model with precision but achieves this with optimal efficiency.
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Table 9.2 Identifier definitions for the population initialization function 

Identifier Definition 

pop_size The population size to be initialized 

parameter_ranges A dictionary with parameter names as keys and 
tuples as values, where each tuple contains the 
minimum and maximum range for the 
corresponding parameter 

population A list that stores the population, where a list of 
parameter values represents each individual 

individual A list representing a single individual in the 
population, generated within the specified 
parameter ranges. The last parameter is cast to 
an integer, assuming it’s the number of topics 
(‘num_topics’) 

9.4.5.1 Initializing the Population 

The ‘initialize_population’ function creates an initial population precisely, as detailed 
in Table 9.2. It utilizes two critical inputs: ‘pop_size’, which specifies the total number 
of individuals to be generated, each representing a potential solution within the 
designated parameter space, and ‘parameter_ranges’, offering a framework to ensure 
solutions comply with predefined constraints. 

Starting with an empty ‘population,’ the function iterates until ‘pop_size’ is 
reached, each iteration creating an ‘individual’ by randomly assigning values within 
‘parameter_ranges’ for each parameter using the ‘random.uniform’ function. This 
method guarantees that the values fall within the allowed limits. Special focus is 
placed on the ‘num_topics’ parameter, which is converted to an integer to match the 
optimization problem’s requirements. This step ensures the solution’s integrity, con-
firming that each individual’s parameters meet the model’s standards. This approach 
details the population’s generation process and emphasizes adhering to the model’s 
parameters to produce viable solutions. 

9.4.5.2 Coherence Fitness Function 

The relevance and coherence of topics derived from topic modeling algorithms are 
crucial for their application in real-world scenarios. The evaluate_coherence function 
addresses this by offering a measurable indicator of an LDA model’s coherence, a 
concept emphasized in research by [ 19, 28]. This metric is essential for assessing 
the utility of topic models.
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Table 9.3 Identifiers and their definitions in the evaluate coherence function 

Identifier Definition 

alpha Hyperparameter that controls the mixture of 
topics within documents. A lower value leads 
to documents containing fewer topics 

beta (eta) Hyperparameter that controls the distribution 
of words across topics. A lower value means 
fewer words represent a topic 

num_topics The number of topics to extract from the corpus 

corpus A collection of documents represented as a list 
of lists of tuples (document, word frequency) 

id2word A dictionary mapping word IDs to words 

texts The set of original documents, preprocessed 
and ready for analysis 

lda_model A Latent Dirichlet Allocation (LDA) model 
built on the corpus 

coherence_model_lda A model for calculating the coherence of the 
LDA model, assessing how well the inferred 
topics correspond to the texts 

The evaluate_coherence function aims to verify the coherence of topics pro-
duced by an LDA topic model, ensuring they are both interpretable and cohesive. 
This verification confirms the topics’ relevance. Key parameters that influence the 
model’s structure and its coherence evaluation include alpha, beta (eta), and 
num_topics, as detailed in Table 9.3. 

The LDA model is created using Gensim’s LdaModel module. This module 
focuses on the algorithm’s iteration count through the dataset during training, a 
vital factor for model quality. The CoherenceModel class from the Gensim python 
module is then used to set up a coherence_model_lda, which aids in assessing topic 
coherence. 

Moreover, a fitness function is introduced to calculate and return the fitness values 
for model populations, evaluating each based on its ability to generate coherent and 
meaningful topics. This process, which begins with creating a fitness list to store each 
model’s coherence scores, underscores the model’s success in producing relevant and 
interpretable topics. 

9.4.5.3 Parent Selection 

Parent selection is a critical component in genetic algorithms, significantly influenc-
ing the evolutionary process by favoring individuals with higher fitness to breed the 
next generation. This approach promotes the evolution of the population towards bet-
ter solutions by assuming that fitter individuals will likely transfer their superior traits 
to their offspring. The implementation leverages numpy for efficient array manage-
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Table 9.4 Identifier definitions for the parent selection function 

Identifier Definition 

population The complete set of individuals in the current 
generation, from which parents are selected 

fitness An array or list of fitness values, each 
corresponding to an individual in the 
population, used to assess their suitability 

num_parents The specified number of parents to be selected 
from the population for the next generation 

parents The subset of the population selected as parents 
for the next generation, chosen based on their 
high fitness values 

ment, where individuals are ranked by fitness using ‘np.argsort()’ on the fitness 
array, and the top num_parents are chosen for reproduction. This selection ensures 
the perpetuation of the most capable traits, aligning with the principles outlined in 
Table 9.4. 

9.4.5.4 Crossover 

Genetic crossover, pivotal in genetic algorithms, combines traits from two parents 
to produce offspring, facilitating solution space exploration and potential fitness 
improvements in future generations. It employs a midpoint crossover technique 
within the offspring’s parameter vector, delineated in Table 9.5, to divide genetic 
contributions from both parents. 

Offspring generation involves iterating a loop corresponding to the desired num-
ber of offspring, with each cycle creating a new individual. Parental selection for 
crossover uses indices from the table, ensuring equitable parent contribution and 
cyclic selection. Offspring results from merging genes before and after the crossover 
point from respective parents via np.concatenate, enabling inheritance of beneficial 
traits and aiming for ongoing population fitness enhancement. 

9.4.5.5 Mutation 

To enhance the genetic diversity within a population and mitigate premature con-
vergence to local optima, mutation is a pivotal mechanism in genetic algorithms. 
It systematically introduces genetic variations by adjusting individual parameters, 
thereby facilitating the exploration of new solution spaces. The mutation process 
is governed by a mutation rate, dictating each individual’s mutation probability to 
ensure a dynamic yet controlled exploration.
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Table 9.5 Identifier definitions for the crossover function in a genetic algorithm 

Identifier Definition 

parents An array containing the genetic information of 
the current generation’s parents from which 
offspring will be derived 

offspring_size A tuple specifying the desired number of 
offspring (offspring_size[0]) and  the  
dimensionality of each offspring 
(offspring_size[1]), guiding the size 
and structure of the generated offspring array 

offspring The resulting array of offspring generated by 
the crossover operation, each inheriting genetic 
traits from two parents 

crossover_point A calculated point (half the offspring’s second 
dimension size) that determines the split in 
genetic information between two parents for 
each offspring 

parent1_idx, parent2_idx Index variables used to select pairs of parents 
for genetic material combination, ensuring a 
diverse genetic mix in the offspring generation 

The mutation operation commences with evaluating each individual against the 
mutation rate, determined by generating a random number between 0 and 1. Should 
this number fall below the mutation rate threshold, the individual is earmarked for 
mutation. A parameter for mutation is then randomly selected from the set of mutable 
parameters, as delineated in the table referred to by ‘9.6’. For parameters requiring 
specific conditions-such as ’num_topics’, which necessitates an integer value-a new 
value is randomly assigned within the predefined range. This procedure ensures the 
introduction of genetic variability and adheres to the constraints of valid parame-
ter values, thereby enriching the genetic algorithm’s potential for uncovering novel 
solutions. 

9.4.5.6 Genetic Diversity 

Genetic diversity is essential for averting premature convergence to local optima 
and enhancing the algorithm’s capacity to navigate the solution space efficiently. 
This mechanism assesses each individual’s contribution to the population’s genetic 
variance by examining their fitness against a stipulated threshold. When an individ-
ual’s fitness falls below this threshold, it signifies a potential shortfall in augmenting 
the population’s diversity. Consequently, such individuals undergo a regeneration 
process, receiving a new array of parameters generated within predefined limits, as 
detailed in Table 9.7.
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Table 9.6 Identifier definitions for the mutation function in a genetic algorithm 

Identifier Definition 

offspring The array of offspring to be mutated, 
representing individuals of the current 
generation 

parameter_ranges A dictionary specifying the allowable range for 
each parameter that can be mutated, used to 
ensure mutations result in valid values 

mutation_rate The probability of any given individual 
undergoing mutation, controlling the frequency 
of mutations within the population 

param_to_mutate The parameter selected for mutation, chosen 
randomly from the keys of the 
parameter_ranges dictionary 

index The position of the mutating parameter within 
an individual’s parameter list, used when 
applying mutations to parameters other than 
‘num_topics’ 

Table 9.7 Identifier definitions for the function aimed at controlling population diversity based on 
fitness in a genetic algorithm 

Identifier Definition 

population The array of individuals constituting the 
current generation, subject to diversity control 
based on fitness evaluation 

fitness An array of fitness scores corresponding to 
each individual in the population, utilized for 
assessing the need for diversity introduction 

threshold A predetermined fitness score threshold; 
individuals with fitness below this value are 
considered for genetic diversity enhancement 

parameter_ranges A dictionary outlining the permissible range 
for each genetic parameter, ensuring 
modifications remain within viable bounds 

This rejuvenation process entails assigning each parameter a random value from 
its allowable range, thus ensuring the revamped individual adheres to the established 
parameter boundaries. By substituting individuals with fitness levels beneath the set 
threshold with newly generated ones, this approach systematically promotes genetic 
heterogeneity within the population. It guarantees that the population retains a base-
line level of quality while reintroducing variation, facilitating ongoing exploration 
and mitigating the risks of evolutionary stagnation.



238 H. Cruz-Pérez et al.

Table 9.8 Identifiers and their definitions in the elitism function 

Identifier Definition 

Population The collection of all individuals in the current 
generation 

Fitness A list of fitness scores for each individual in the 
population 

num_elites The number of top performers to select 

elites_idx The indices of the selected elites based on 
fitness 

elites The selected top-performing individuals 

9.4.5.7 Elitism 

Elitism in genetic algorithms preserves high-quality solutions across generations 
by protecting them from being lost during random selection, crossover, or muta-
tion. This method starts by sorting individuals based on their fitness values using 
‘np.argsort(fitness)’, from lowest to highest, to identify the most fit individuals or 
elites. The top individuals, indicated by the ‘num_elites’ parameter, are then selected 
by slicing the sorted array. These elites are extracted from the population and main-
tained for future generations, as detailed in Table 9.8. This approach ensures the 
continuous preservation of superior solutions, reducing the risk of their loss due to 
genetic operations. 

9.4.6 Topic Identification by State 

The generation of specific topics for each state is underway. The key to this generation 
lies in the values obtained automatically through the implementation of the genetic 
algorithm. By adjusting the hyperparameters of alpha, beta, and topic, the corre-
sponding topics for the 32 states of the Mexican Republic is obtained for each year 
of the analyzed period. The optimization of hyperparameters is paramount, exerting a 
direct influence on both the granularity and applicability of the derived topics. Ensur-
ing that these topics are not only statistically robust but also of substantive practical 
relevance is critical. This rigorously tailored approach facilitates an in-depth under-
standing of regional nuances, empowering policymakers and researchers to discern 
and interpret trends and transitions in public interests and issues effectively.
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9.4.7 Interpretation of Results 

In the field of text analysis through Latent Dirichlet Allocation (LDA), we face the 
significant challenge of assigning accurate titles and formulating appropriate descrip-
tions for identified topics. This challenge arises from the crucial need to interpret and 
synthesize the thematic complexities and patterns extracted through LDA analysis 
in a coherent and concise manner. To address this issue, the study referenced in [ 22] 
employs the Generative Pre-training Transformer (GPT) model to enhance the inter-
pretation of identified topics. This method proposes a three-phase strategy: initially, 
topics are identified using LDA; then, a domain expert assigns specific themes to these 
topics; and, finally, GPT is used to generate clear and comprehensible descriptions. 

To optimize the task of interpreting and describing topics, our methodology 
emphasizes the detailed analysis of keywords and their associated probabilities, aim-
ing for an in-depth understanding of each topic. The automatic generation of titles 
and descriptions is carried out using GPT models, complemented by a human valida-
tion phase to ensure the accuracy and relevance of the results. In this process, word 
clouds emerge as an indispensable tool, providing an intuitive visual representation 
that highlights the most significant words of each topic. This approach not only facil-
itates the creation of more accurate titles and descriptions but also ensures a deeper 
connection with the analyzed content, thereby improving the clarity, structure, and 
coherence of the text. Below, we present an example illustrated in Fig. 9.5, where the 
word cloud reveals a variety of terms associated with environmental themes, infor-
mational content, and legal or regulatory action. Words like “resources”, “marine”, 
“protected”, “environment”, and “natural” suggest a focus on conserving or regulat-
ing natural or marine areas. For a more detailed interpretation, keywords and their 
interpretation are used, which are processed through the GPT-3.5-turbo model, as 
shown in Table 9.9. 

9.4.8 Application of Embedding to Identify Topic Similarity 

At this stage, embeddings for the topic descriptions are generated, which are vector 
representations of the themes’ interpretation using the word embedding model known 
as “sentence- embeddings-BETO”. The process involves calculating the cosine sim-
ilarity between each pair of topic descriptions, setting a similarity threshold greater 
than 0.8. Subsequently, topics are clustered based on their similarity using the K– 
means algorithm, which allows for organizing and segmenting the themes along with 
their respective status. Finally, based on the clustered titles, a name that encompasses 
the topics is assigned to each group. Figure 9.6 shows an example of topic similarity 
by status.
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Fig. 9.5 Example topic: environmental resources in protected areas 

Table 9.9 Topic example: title and description generated by GPT-3.5-turbo 

Title Keywords and probability Description 

Management of Water 
Resources and Rights 

Simple (0.090), general 
(0.034), resources (0.033), yes 
(0.020), years (0.020), natural 
areas (0.018), all (0.018), 
actions (0.017), protected 
(0.015), federal (0.014), 
marine (0.013), indicate 
(0.012), SARS virus (0.011), 
information (0.010), 
September (0.010), number 
(0.008), foreign (0.007), return 
(0.007), agent (0.007), plan 
(0.007), environment (0.007), 
perform (0.007), activities 
(0.007), etc. 

This topic suggests a strategy 
focused on the conservation of 
natural resources, highlighting 
the simplicity and scope of 
marine and terrestrial 
protection measures. It focuses 
on the planning and review of 
federal policies, possibly 
influenced by environmental 
and regulatory factors, in a 
context marked by digital 
information management and 
ecosystem health surveillance 

9.4.9 Visualization of Results 

Ultimately, our goal is to present the findings of our analysis in an intuitive and 
captivating way. To achieve this, we will harness various visual tools, each carefully 
chosen for its unique ability to simplify and effectively convey complex information. 
Word clouds will spotlight the dominant themes by visually emphasizing key terms 
based on their frequency, offering a snapshot of the dataset’s core subjects. Geo-
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Fig. 9.6 Example of topic similarity 

graphic maps will contextualize spatial data, illustrating trends and distributions that 
reveal regional insights. In contrast, heat maps will visualize data intensity across 
different dimensions, pinpointing high activity or concentration areas. Additionally, 
similarity diagrams will map out the relationships and patterns among data entities, 
uncovering clusters and connections that elucidate the underlying structure of the 
dataset. This multifaceted visual approach aims to transform intricate datasets into 
accessible insights, bridging the gap between detailed analysis and practical under-
standing for a diverse audience, thereby ensuring that our findings’ significance is 
recognized and deeply comprehended. 

9.5 Results 

Figure 9.7 illustrates the fitness evolution within a genetic algorithm over 50 gener-
ations, applied to a dataset of 2580 instances from the state of Puebla. An upward 
trend is noticeable in the early stages, suggesting that the algorithm was capable of 
quickly identifying promising candidates and significantly improving the quality of 
solutions compared to the initial generations. Following this initial increase, the fit-
ness curve stabilizes, which is typical in genetic algorithms, as the population tends 
to converge towards a local or global optimum solution. 

The best individual that emerged from this process exhibited a parameter configu-
ration with an alpha of 0.18 and a beta of 0.81, handling 8 different topics in its model. 
This set of parameters reached a coherence value of 0.73, which is a robust indicator 
that the solution found is significant and well-structured, according to the metrics of 
the LDA model used to measure the coherence among topics. The coherence value is 
particularly notable, as it indicates strong relevance and distinction between the top-
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Fig. 9.7 Evolution of performance across generations 

ics generated by the LDA model. This means that the topics are mutually exclusive 
and each captures a distinct set of information from the dataset. 

To obtain results and validate the effectiveness of the the proposed methodology, 
data from the year 2020 were analyzed, which included a total of 97,360 public 
information requests. In Table 9.10, the values of the hyperparameters alpha, beta, 
and topic are presented, along with their respective coherence values for each federal 
entity. The detailed analysis of this table reveals an interesting trend: although in some 
cases it is observed that a higher number of requests corresponds to an increase in the 
number of topics, this relationship does not remain uniform across all instances. This 
finding suggests variability in the distribution of topics that is not directly correlated 
with the volume of requests in all entities. 

In Fig. 9.8, a detailed analysis of the predominant topics in the state of Baja Cal-
ifornia throughout the year 2020 is presented. Based on the analysis of keywords 
and their respective probabilities, it is identified that Topic 0 focuses on the man-
agement of resources in protected natural areas and environmental issues. This topic 
encompasses crucial aspects such as biodiversity preservation and marine ecosystem 
protection. 

The various topics identified in the analysis weave together a comprehensive 
narrative on the intricate dynamics of social, environmental and economic activities. 
Topic 1 unveils irregularities in social and environmental resources, spotlighting 
key aspects such as results, projects, programs, and expenditures, setting the stage 
for a deep dive into governance and resource management. Transitioning smoothly 
into Topic 2, the focus shifts to the fishing industry, encapsulated through reports 
and fishing records, indicating a specialized examination of this sector’s operational 
facets. 

As the narrative progresses, Topic 3 brings to light discussions from social cabinet 
sessions and presidential decisions, with keywords like discussions and agreements 
underlining the political and decision-making processes that impact both social and
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Table 9.10 Hyperparameter results by entity in 2020 

Entity Num. of 
requests 

Alpha Beta N Topics Coherence 
score 

Ags. 533 0.28 0.49 5 0.62 

B.C. 2540 0.68 0.22 9 0.84 

B.C.S. 483 0.39 0.43 4 0.70 

Camp. 205 0.9 0.39 4 0.74 

Chis. 370 0.71 0.66 5 0.61 

Chih. 1354 0.85 0.87 4 0.52 

CDMX 56,091 0.26 0.79 56 0.82 

Coah. 651 0.56 0.45 10 0.54 

Col. 234 0.67 0.47 6 0.59 

Dgo. 346 0.85 0.6 3 0.60 

Mex. 9740 0.28 0.75 9 0.66 

Gto. 916 0.9 0.17 9 0.50 

Gro. 351 0.86 0.54 7 0.65 

Hgo. 859 0.77 0.46 4 0.51 

Jal. 4109 0.92 0.6 5 0.46 

Mich. 386 0.2 0.19 3 0.64 

Mor. 904 0.99 0.14 5 0.52 

Nay. 633 0.3 0.61 3 0.51 

N.L. 1111 0.91 0.95 7 0.45 

Oax. 554 0.84 0.35 6 0.49 

Pue. 2580 0.18 0.81 8 0.73 

Qro. 1503 0.76 0.84 9 0.54 

Q. Roo 847 0.18 0.76 4 0.60 

S.L.P. 410 0.53 0.93 3 0.64 

Sin. 1590 0.51 0.6 7 0.55 

Son. 1139 0.91 0.27 6 0.63 

Tab. 2150 0.23 0.48 3 0.55 

Tamps. 1003 0.72 0.84 7 0.58 

Tlax. 480 0.05 0.81 4 0.68 

Ver. 1767 0.85 0.1 7 0.48 

Yuc. 1339 0.72 0.94 8 0.58 

Zac. 182 0.29 0.07 5 0.51 

Source Own elaboration with data from INAI (2023)
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Fig. 9.8 Topics from the state of Baja California during 2020 

environmental policies. This the political and administrative lens is complemented 
by Topic 4, which narrows down on fishing activities during October and September, 
especially in the coastal areas of Campeche and Veracruz and the challenges posed by 
the SAR virus, reflecting on the sector’s resilience and adaptability to health crises. 

Further deepening the analysis, Topic 5 explores the SAR virus’s impact on the 
fishing sector and the health of workers in August, revealing the virus’s broader 
implications on occupational health and sector stability. Topic 6 then takes a different 
turn, focusing on the development project on Salsipuedes Island, where aspects such 
as transportation plans, budgets and execution details highlight the logistical and 
financial planning essential for environmental and infrastructural projects. 

In addressing the accountability and labor aspects, Topic 7 delves into project 
responsibility and labor demands, emphasizing the need to identify responsible par-
ties and manage labor and costs efficiently, showcasing the human resource and 
financial aspects critical to the project success. The narrative culminates with Topic 
8, which zooms in on the details about employees, including names, salaries, and 
expenses, providing a granular view of the workforce component in these endeavors. 
Together, these topics paint a multifaceted picture of the challenges and considera-
tions involved in managing social, environmental, and economic activities within a 
complex and interconnected framework. 

By applying embedding techniques to the topic descriptions and their subse-
quent grouping using the K-Means algorithm based on similarities, as illustrated in 
Fig. 9.9,we have achieved significant results, especially in thematic categorization 
by geographical location. 

The first cluster, related to Environmental Management and Sustainable Develop-
ment encompasses a wide variety of topics focusing on environmental management, 
conservation of natural resources, sustainable development, and regulations in var-
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Fig. 9.9 Similar topics by state during 2020 

ious sectors, such as energy, agriculture, tourism, and water management. Topics 
range from the authorization and management of activities in official bodies to the 
environmental impact assessment, development of national projects, water resource 
management, species conservation, and environmental compensation strategies in 
the gas industry. It also includes aspects related to sustainability in fishing, regional 
development in Oaxaca, handling of clandestine operations, and environmental pro-
tection in urban and rural projects and developments. 

The second cluster, Social Innovation and Public Policies in Mexico, addresses 
a broad spectrum of topics related to implementing and evaluating social programs, 
social security management, labor and migration dynamics, and other key aspects of 
public policy and administration in Mexico. 

The third cluster, Healthcare Management and Emergency Response, focuses on 
a series of topics primarily linked to public health management, sanitary and com-
mercial regulations, the impact of the COVID- 19 pandemic on various sectors, and 
the distribution and oversight of medications. It also covers aspects related to public 
transport, import and export regulations, and protective measures and management 
during health emergencies. The topics reflect a concern for ensuring the population’s 
well-being, adapting policies and procedures to emerging challenges, and maintain-
ing effectiveness in the management of essential services in times of crisis.
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The fourth cluster, Institutional and Labor Development, focuses on a wide range 
of topics related to institutional and labor management, electoral processes, labor reg-
ulations, professional and educational development, and the impact of community 
and educational activities on various societal sectors. Topics span from public admin-
istration and general management in specific regions like Michoacán and Coahuila 
to the professional integration of students and interns through to specific challenges 
in higher secondary education and the management of educational projects. 

The fifth cluster centers on topics related to public information management, copy-
right, document management in public entities, sanitary regulations, transparency, 
auditing, and control in various public sector areas, including education, health, and 
judicial. It also addresses resource and contract management, anti-money laundering 
efforts, import and export regulations, labor rights, and the management of files and 
official documentation, among others. 

9.6 Discussion 

The genetic algorithm has shown remarkable effectiveness in optimizing the LDA 
model’s Alpha, Beta, and Topic parameters, significantly boosting its ability to ana-
lyze data. In parallel, embedding techniques have revealed thematic connections, 
offering great potential for developing proactive transparency strategies and improv-
ing open data access. This innovative approach, particularly applied to data from the 
National Transparency Platform, has unveiled hidden patterns and trends, marking 
a substantial step forward in enhancing transparency and the accessibility of public 
information in Mexico. 

This method has identified 4131 topics across various federal entities from 2003 to 
2020 by optimizing key LDA hyperparameters. These findings are crucial for meeting 
citizen needs and promoting transparency and open data availability, showcasing 
remarkable progress in processing and analyzing large volumes of government data. 
Furthermore, these advancements empower the government to analyze and utilize 
data more effectively and bolster public trust by making governmental processes 
more transparent and accessible. This approach serves as a benchmark for refining 
data management practices. It catalyzes increased public engagement in governance, 
strengthening the foundations of democracy and accountability in Mexico. 

9.7 Conclusion and Future Research Directions 

In conclusion, this study has successfully demonstrated the feasibility of automat-
ing the selection of hyperparameters (alpha, beta, and the number of topics) in the 
Latent Dirichlet Allocation (LDA) model through the implementation of a genetic 
algorithm, using topic coherence as the fitness criterion. This methodology has effi-
ciently identified 4131 relevant topics annually and by state throughout the analyzed
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period. Moreover, the integration of GPT models for generating titles and descrip-
tions of topics has facilitated their validation by transparency experts, achieving 
significant time savings. Although the analysis encountered limitations in states with 
few requests or little thematic variability, this work lays the groundwork for applying 
it to any unstructured data set requiring topic identification. 

The methods and insights from this study could be applied across a wide range of 
research fields, such as social media analysis, market research, and biomedical litera-
ture review, where understanding large volumes of text data is crucial. The potential 
real-world applications of our work are vast, including enhancing search engine 
algorithms, improving recommendation systems, and aiding in curating content for 
personalized newsfeeds, significantly impacting how information is organized and 
retrieved. 

One limitation of our study is the reliance on available digital data, which may 
not fully represent the spectrum of topics of interest, particularly in areas with lower 
digital footprints. 

Future research could focus on adapting the genetic algorithm to address the issue 
of redundant topics in LDA models by incorporating mechanisms that penalize or 
eliminate overlapping topic clusters. This adjustment could significantly improve 
the distinctiveness and relevance of the identified topics. Additionally, efforts could 
be directed toward fine-tuning the algorithm to minimize the inclusion of topics 
characterized by words with low probability, thereby enhancing the overall coherence 
and interpretability of the topics. Exploring these modifications would refine the 
precision of topic identification and contribute to a deeper understanding of topic 
distribution and separation in large datasets. 

Drawing from these findings, future comparisons of this methodology with other 
topic modeling techniques, such as BERTopic, represent a promising direction to 
expand these findings. Additional research could also explore the application of 
these methodologies to different datasets or within varied geopolitical landscapes, 
which could unveil distinct patterns of public interest and information solicitation 
on a global scale. 

The topics of public interest identified in this study, including environmental man-
agement, public policy initiatives, and responses to health emergencies, underscore 
a significant opportunity for shaping public policy formulation. Future endeavors 
could investigate avenues through which these insights can be systematically woven 
into the fabric of policy-making processes, ensuring that governmental actions are 
in tight congruence with the populace’s concerns, thereby fostering policies that are 
both responsive and reflective of the citizens’ needs. 

Data Availability Statement 

All data and code pertaining to this study are published by INAI. To access the 
datasets, please visit https://www.plataformadetransparencia.org.mx/. For the asso-
ciated code, visit https://github.com/hermecp/AutoTopicGen-INAI (last accessed on 
May 29, 2024).
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Chapter 10 
Analysis of Accuracy on Data 
Visualization Techniques 
for Multi-objective Algorithm 
Performance Based on Convergence 
and Diversity Towards the Pareto 
Frontier 

Manuel Paz-Robles , Claudia Gomez-Santillan , Nelson Rangel-Valdez , 
Ma. Lucila Morales-Rodriguez , and Georgina Castillo-Valdez 

Abstract Understanding the behavior of strategies that generate solutions for opti-
mization problems with three or more objectives, such as evolutionary algorithms, 
is crucial for researchers. One practical approach to achieving this understanding is 
by the comparison of visualizations of the set of solutions that approximate the set 
of optimal solutions that address optimization problems with three or more objec-
tives. Visualizations support the depiction of the approximate Pareto front shape, the 
establishment of relationships between objectives, the distribution of solutions, and 
the representation of convergence and diversity levels of algorithms. This chapter 
reviews the visual representations of algorithm performance with data of up to four 
dimensions, mainly analyzing convergence and diversity using Scatter Plot Matrix 
(ScPM), Heatmaps (HM), Parallel Coordinates Plots (PCP), and Radar Plots (RP) 
with state-of-the-art visualization techniques. As a result, this work contributes with 
identified shortcomings for a good visualization based on features such as accuracy,
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clearness, empowerment, and conciseness; also, it guides on how to use the afore-
mentioned visual representations to reveal characteristics of the approximate Pareto 
sets and the distributions of the solutions. 

Keywords Visualization techniques · Multi-objective optimization · Evolutionary 
algorithms · Pareto front · Good visualization 

10.1 Introduction 

Due to the nature of some applications, exact methods may not be feasible for 
some optimization problems, making it computationally expensive and infeasible 
to generate all optimal solutions [1]. The collection of all vectors of optimal values 
for the decision variables is known as the Pareto set (PS), and the collection of the 
corresponding vectors of objective values is known as the Pareto Front (PF). Meta-
heuristic algorithms have proved to be effective in finding an approximation to the 
PS [2]. Another intrinsic difficulty with such problems is visualizing the solutions 
directly when the objectives that are present in an optimization problem that must be 
optimized simultaneously are greater than three. Finding techniques and visualiza-
tions that make it possible to present large amounts of data is crucial to researchers and 
participants to observe the shape of the approximate Pareto front, the relationships 
between objectives, the distribution of solutions, and the convergence and diversity 
of solutions. 

Tušar and Filipič in [3] made a taxonomy of visualization techniques for PF 
approximations; in this taxonomy, it was found that there are methods with which 
the original values of the solutions of problems where must be optimized more than 
three objectives can be shown: they are ScPM [4], PCP [5], HM [6, 7], and RP [8]; 
Grinstein et al., in [9], classified these methods as high-dimensional data visualization 
techniques that are capable of presenting a large number of dimensions. 

The literature discusses the limitations of visualization techniques, and some 
works that address this issue are analyzed here. Zhen et al. [10] stated RP can help 
identify high or low-scoring variables, making it a valuable tool for performance 
evaluation. However, in some optimization problems, creating hundreds of polygons 
in a single radar chart can make it cluttered and difficult to read with overlapping 
polygons. In their study, Zhen et al. proposed a method of dimensionality reduction 
that transforms a set of solution vectors with many objectives into a set of vectors 
with a smaller number of objectives. This method retains the original distribution and 
the Pareto dominance relations that existed among the solutions before the dimen-
sionality reduction. However, Tušar and Filipič [3] pointed out that ScPM leads to 
a loss of information due to dimensionality reduction. In [11], PCP and HMP were 
presented as tools to depict the spreading of the solutions, diversity, and the compro-
mises among solutions of multi-dimensional objectives, but interpreting them is often 
difficult due to solutions’ superimposition or arbitrary ordering of the solutions. Gao 
et al. [12] stated that ScMP may result in cluttered information, which may hinder
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decision-makers from exploring the characteristics of the approximation set, such as 
Pareto dominance relation, PF shape, and knee region. 

Based on the analysis, trade-offs exist not only between solutions’ objectives but 
also among different visualization techniques. Therefore, it is worth investigating 
the specific attributes of each visualization technique. 

This work aims to assess whether ScPM, PCP, HM, and RP share the four charac-
teristics of a good visualization known as ACES (Accurate, Clear, Empowering, and 
Succinct) [13]. According to [13], visualization in an accurate way should represent 
the trends of the data, the understanding should not be difficult (clear), the visualiza-
tion, should empower the reader to make decisions (empowerment), and the message 
should be understood quickly(succinct). 

The chapter is structured as follows: The theoretical framework on multi-objective 
optimization is presented in Sect. 10.2. The proposed methodology is explained in 
Sect. 10.3. Section 10.4 displays the results of an experimental study on the approxi-
mations of solutions to the DTLZ1 problem [14] with three and four objectives. The 
results were obtained using the NSGA-II [15] and MOEA/D [16] algorithms, which 
are implementations of the Pymoo optimization framework [17]. The visualization 
techniques under review include ScPM, PCP, and RP visualization techniques of this 
same framework, while the Python matplotlib library [18] was used for HM. Lastly, 
Sect. 10.5 provides the conclusions of the review conducted. 

10.2 Theoretical Framework 

This section briefly mentions and describes the principal words related to this 
research; later, the visualization techniques for approximation sets are reviewed. 

10.2.1 High Dimensional-Data Visualizations 

For Grinstein et al. [9], visualization is a visual representation of data; high-
dimensional data visualizations can visualize a large amount of data or parame-
ters. Also, in [9], the authors commented that the data is converted into numerical 
form and then translated into a graphical representation, e.g., the translation of high-
dimensional data visualizations from tabular structure to graphical representation 
using scatter plot matrix [4], parallel coordinate plot [5], and the heatmap visual-
ization [6, 7], among others. Tušar and Filipič [3] included in their taxonomy the 
high-dimensional data visualizations mentioned and the radar plot [8] as visualiza-
tions techniques for representing Pareto front approximations that show the original 
values of the individual solutions. These four visualization techniques are presented 
in this section.
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Fig. 10.1 The scatter plot matrix visually represents multivariate data involving p variables ( f 1, 
f 2, f 3). It consists of an ordered arrangement of scatter plots. According to Carr et al. [4], there are 
a total of p(p − 1) plots (for this example, p = 3), resulting in six scatter pots. Each plot represents 
the relationship between two variables among the set of variables 

10.2.1.1 Scatter Plot Matrix 

Carr et al., In [4], described the scatter plot matrix as follows: A scatter plot matrix 
depicting p-variable data consists of an ordered arrangement of p(p − 1) scatter plots. 
Making aside the layout, the data structure behind the scenes comprises an N × p 
matrix, that makes a user able to choose a graphical subset from any plot. 

The scatter plot matrix has proven helpful in multi-objective optimization. 
According to Tušar and Filipič in their publication [3], it makes a projection of 
points from the set of objectives vectors onto a chosen lower-dimensional space by 
taking off all other dimensions. This results in a visualization of all possible combi-
nations of the lower-dimensional spaces, enabling comparisons of pairwise solutions 
for each objective pair. Figure 10.1 depicts this. 

10.2.1.2 Parallel Coordinates Plot 

Inselberg and Dimsdale In [5] described the Parallel Coordinates Plot as a graph 
with x and y axes. From the y-axis, N number of lines are evenly distributed and
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perpendicular to the x-axis. These lines are labeled x1, x2, and so on up to xi, acting 
as axes for the parallel coordinate system. This setup is depicted in Fig. 10.2. 

Figure 10.3 shows an example of four solutions for a hypothetical five-objective 
problem. 

Y 

x1 x2 x3 xi-1 xi xi+1 xN-2 xN-1 xN 

X 

. . . . . . 

c1 

c2 

c3 

ci-1 

ci 

ci+1 

cN-2 

cN-1 

cN 

Fig. 10.2 Parallel axes for RN (Reproduced from [5]). Let’s say there is a point C with coordinates 
(c1, c2, …,  cN ). In the plot, this point is represented by straight lines. Each line connects to a point 
on the x-axis, with coordinates (i − 1, ci), for i = 1 to  N 

Fig. 10.3 The parallel coordinates plot depicts four five-dimensional points. The red line represents 
the point at (1, 5, 3.25, 4.25, 2), the green one at (2.25, 1.75, 3.45, 5, 1), the blue one at (3.75, 4.75, 
1.75, 3, 5) and the orange one at (5, 4, 2.25, 3.25, 4.25)
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10.2.1.3 Heatmap Visualization 

This data visualization technique involves an array of cells representing values using a 
gradient of colors [6]. In [7], heatmap visualization was employed to display solutions 
to multi-objective problems, where for a single solution a row existed, and for a 
parameter or objective a column existed. Figure 10.4 is a heatmap used to plot a data 
set from Table 10.1. 

Fig. 10.4 In a heatmap visualization, each row represents a solution, while each column represents 
an objective. For instance, in this example, there are ten solutions from a subset of an approximate 
Pareto set obtained from DTLZ1 with six objectives. Each heatmap cell represents the value by 
color, stronger colors indicating low values and brighter colors indicating high values 

Table 10.1 Ten random solutions of an approximation Pareto set from a DTLZ1 problem with 
normalized data 

f1 f2 f3 f4 f5 f6 

Solution 1 0.000676 8.14E−05 0.000677 0.000859 0.044627 0.563722 

Solution 2 0.636518 0.018267 0.659257 0.31171 5.75E−05 0.065702 

Solution 3 0.18662 0.003464 0.183126 0.367244 0.001718 0.184042 

Solution 4 0.718593 0.230891 0.33749 0.009468 4.45E−05 0.062075 

Solution 5 0.053267 0.00098 0.063733 0.789741 2.2E−05 0.795575 

Solution 6 0.000429 5.56E−05 0.005095 0.027306 0.030298 0.03996 

Solution 7 0.007271 0.001122 0.017264 0.343742 0.251595 0.004052 

Solution 8 0.02439 0.014888 0.069563 0.155858 0.367061 0.002799 

Solution 9 0.051042 0.356647 0.354438 0.002658 2.49E−05 0.07494 

Solution 10 0.193781 0.904943 0.532065 0.031384 0.893898 2.33E−05
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10.2.1.4 Radar Plot 

A Radar plot is a visualization technique representing multidimensional data in a 
two-dimensional space, as explained in [8]. It consists of multiple axes inclined at 
equal angles, representing one dimension or variable. A data point is taken at a time, 
and the value for each variable dimension is marked on these axes, forming a glyph-
like structure. Singh and Tewari [9] asserted that radar plots can be constructed in 
two general forms: polygonic layout and circular layout. In the Polygonic layout, 
grid lines form concentric polygons depending on the number of represented vari-
ables. Each grid line represents a value for all the variables on that grid. Pymoo, the 
polygonic layout is implemented, and Fig. 10.5 depicts a visual representation of 
this implementation for five data points with six elements—see Table 10.2. 

10.2.2 Multi-objective Optimization 

Multi-objective Problems imply optimizing k objective functions f (x) simultane-
ously, where k is greater than one. These objective functions evaluate a set of decision 
variables X. These problems are commonly encountered in real-world applications. 
Due to their importance in various fields, finding effective solutions to these problems 
is crucial. 

For such problems, not only one solution exists but a set of solutions. Strategies 
such as evolutionary algorithms aim to generate values for decision variables, and

Fig. 10.5 Radar plots. Each solution from Table 10.2, arranged from top to bottom, is represented 
in a radar plot from left to right 

Table 10.2 Five random solutions of an approximation Pareto set from a DTLZ1 problem with 
normalized data 

f1 f2 f3 f4 f5 f6 

0.13077135 0.10065709 0.15740833 0.02252036 0.01086121 0.00000007 

0.00761107 0.00109214 0.23453671 0.00771430 0.07064618 0.00000014 

0.01595633 0.00159859 0.02591002 0.03790499 0.00018110 0.00282709 

0.05703629 0.19168182 0.12943249 0.05827036 0.00780017 0.00000570 

0.29233723 0.28124773 0.16464740 0.00660085 0.03069174 0.00000132 

0.13077135 0.10065709 0.15740833 0.02252036 0.01086121 0.00000007 
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when they are evaluated by objective functions, the components of the objective 
vector cannot be improved simultaneously. The set of decision variable value vectors 
is known as the Pareto optimal set, and the corresponding set of objective value 
vectors is known as the Pareto Front. 

This section contains the formal definitions of the concepts mentioned earlier, as 
defined by Coello in [19]. 

10.2.2.1 Multi-Objective Optimization Problem 

A Multi-Objective Optimization Problem (MOP) is defined by maximizing or mini-
mizing a vector function of the form F(x) = ( f 1(x), …, f k(x)) subject to gi(x) ≤ 
0, i = {1, …, m}, and hj(x) = 0, j = {1, …, p}, x ∈ Ω. The solution of a MOP 
minimizes or maximizes the components of a vector F(x) where x denotes a vector 
of n-dimensional decision variables x = (x1, …,  xn) of some Ω universe, where gi(x) 
≤ 0, and hj(x) = 0 represent constraints imposed on the problem. Ω contains all the 
values of x that satisfy an evaluation of F(x) in Ω. 

10.2.2.2 Pareto Dominance 

A vector u = (u1, . . . ,  uk ) it is said to dominate another vector v = (v1, . . . ,  vk ) 
(denoted by u ≺ v) if and only if u is partially less than v, i.e., ∀i ∈ {1, . . . ,  k}, ui ≤ 
vi ∧ ∃i ∈ {1, . . . ,  k} : ui < vi. 

The interpretation is that one vector, u, is better than v in at least one component 
and is not worse than the others. 

10.2.2.3 Pareto Optimal Set 

For a given MOP, F(x), the Pareto Optimal Set (POS), P∗, is defined as: 

P∗ := {x ∈ Ω}|¬∃x' ∈ Ω, F
(
x') ≺ F(x) 

Pareto-optimal solutions are those within the search space (decision space) 
whose corresponding components of the objective vector cannot all be improved 
simultaneously [19]. 

10.2.2.4 Pareto Front 

According to Coello in [19], the set of optimal Pareto solutions in objective space that 
are non-dominated (the components of the objective vector are not simultaneously 
improved) is called the Pareto front and is defined as:



10 Analysis of Accuracy on Data Visualization Techniques … 259

PF∗ := {
u = F(x)|x ∈ P∗}

10.2.3 Evolutionary Algorithms 

Ziztler et al., in [1], argued that obtaining the PS for some optimization problem due 
to the nature of the application can be computationally complex and infeasible, so 
techniques such as evolutionary algorithms are used to obtain an approximation of the 
PS. Ziztler et al., in [1], gave the process of an evolutionary algorithm as follows: A 
set of candidate solutions is maintained, which are evaluated based on their quality 
and subsequently selected based on their evaluation, once selected, variations are 
made with recombination and alteration operators, from these variations are chosen 
based on their quality to form a set called generation. This process is repeated in 
iterations called generations until a completion criterion is reached, such as a certain 
number of generations or when the quality of the solutions stagnates. This process 
is depicted in Fig. 10.6. According to Ziztler et al., evolutionary algorithms follow 
natural evolution to find optimal or close solutions to a given problem. 

It is worth noting that NSGA-II [15] and MOEA/D [16] implement the evolu-
tionary algorithm procedure, and they form part of the area of multi-objective 
evolutionary algorithms (MOEAs). 

10.2.3.1 NSGA-II Algorithm 

The NSGA-II algorithm described in [15] starts by randomly creating an initial P0 

population of size N, ordering the population with the criterion of non-dominance.

Population
Individuals 
evaluated 

Individuals 
selected 

Next generation 
(Population updated) 

Evaluation 
of 
individuals 

Selection of  
best 
individuals 

Recombination 
and modification 

Continue until the termination 
criterion is reached 

Fig. 10.6 Evolutionary algorithm process. An evolutionary algorithm starts with a Population 
of solutions randomly created. Objective functions evaluate those solutions. From this group of 
Individuals evaluated, a set of best solutions are selected. This set of individuals selected undergoes 
a transformation by recombination and modification, and then the original Population is updated 
with those solutions (this is called the next generation). This process continues until a completion 
criterion is reached 
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Each solution is assigned a rank based on its level of non-dominance. An initial 
number of solutions to N-sized Q0 offspring population is created using evolutionary 
operators. From these populations, the steps of the nth generation are as follows: 

1. The parent population (Pt) and offspring population (Qt) are combined, leading 
to a Rt combined population (Rt = Pt U Qt). The size of Rt is 2N. 

2. The combined population Rt is sorted according to the criterion of non-
dominance, which creates a set of fronts F = (F1, F2, …). In F1, it will find 
the best solutions from Rt . Suppose the size of F1 is less than N. In that case, the 
solutions of F1 for the new population Pt+1 will be chosen, and the remaining 
members of the latest population Pt+1 will be selected from F2, F3, etc. until N 
solutions are completed. 

3. Suppose the FT is the last to be included in the new population Pt+1. Then to 
include exactly N members in the population, the solutions of the previous FT 

front are sorted using the crowded operator ≺n. 

Figure 10.7 shows the procedure described above. 

Rt 

Pt 

Qt 

F1 

F2 

F3 

Pt+1Non-dominated 
sorting 

Crowding 
distance sorting 

Rejected 

Fig. 10.7 Scheme of NSGA-II procedure. Reproduced from [15]. The NSGA-II algorithm begins 
by creating an initial population (Pt) with N solutions. An offspring population (Qt) of the same 
size is generated from Pt . Pt and Qt are combined to create a set (RT ) of size 2N. The population RT 
is sorted based on non-dominance criteria, creating a set of fronts (F1, F2, …), each containing a 
specific number of solutions from RT . If the size of F1 is less than N, the solutions of F1 for the new 
population (Pt+1) will be chosen, and the remaining fronts (F2, F3, …) will be used to complete 
the remaining N solutions. Suppose the FT front is the last to be included in the new population 
Pt+1. Then to include exactly N members in the population, the solutions of the previous FT front 
are sorted using the crowded operator. This procedure is repeated over a number of generations
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10.2.3.2 MOEA/D Algorithm 

The Multi-Objective Evolutionary Algorithm based on Decomposition (MOEA/D) 
was introduced in [16], focusing on maintaining a set of scalar optimization subprob-
lems to approximate the optimum of a MOP. The general framework of MOEA/D 
provided by Zhang & Li in [16], can be summarized as follows: 

Let λ1, .., λN be a set of uniformly distributed weight vectors and z* a refer-
ence point. The PF approximation problem of an MOP can be decomposed into N 
scalar optimization subproblems using the Tchebycheff approach [20]. The objective 
function of the j-th problem is: 

minimizegte
(
λ, z∗) = {

λi

||fi(x) − z∗ 
i

||}

subject to x ∈ Ω

where λj =
(
λ
j 
1, .., λ

j 
m

)T 
. 

MOEA/D aims to minimize all these objective functions simultaneously in a single 
run. 

z∗ = (
z∗ 
1 , . . . ,  z∗ 

m

)T 
is the point of reference, this is 

z∗ 
i = max{fi(x)|x ∈ Ω} for eachi = 1, . . . ,  m 

In MOEA/D, a vector neighborhood λi is defined as a set of several closest vectors 
belonging to {λ1, .., λN }. The neighborhood of the i-th subproblem consists of all 
subproblems with the weight vectors from the neighborhood of λi. 

In each t generation, MOEA/D with Tchebycheff’s approach is maintained: 

• A population of N points x1, .., xN ∈ Ω where xi is the current solution to an i-th 
problem; 

• FV 1, . . . ,  FV N , where FV i is the F-value of xi, this is  FV i = F
(
xi

)
for each 

i = 1, . . . ,  N ; 
• z = (z1, . . . ,  zm)T , where zi represents the best value for the objective fi; 
• An external population (EP), which stores solutions non-dominated during the 

search. 

The MOEA/D algorithm outlined by the authors in [16] works as follows: 
Input: 

• A MOP;  
• N: number of sub-problems considered in MOEA/D; 
• An N number of uniformly distributed vectors: λ1, .., λN ; 
• T: the number of weight vectors about each weight vector. 

Output: EP.
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Step 1 Initialization: 

Step 1.1: Set EP = 0. 

Step 1.2: Compute the Euclidean distances between any two weight vectors and then 
work out the closest weight vectors. For each i, set  B(i) = {i1,…,  iT} where λi1 , .., λiT 

are the T closest weight vectors to λi. 

Step 1.3: Generate an Initial Population x1, ..., xN randomly or by a problem-specific 
method. Set FV i = F

(
xi

)
. 

Step 1.4: Initialize z = (z1, . . . ,  zm)T by a problem-specific method 

Step 2 Update: For  i = 1 to  N do 

Step 2.1 Reproduction: Randomly select two indices k, l from B(i) and then 
generate a new solution y from xk y xl by using genetic operators 
Step 2.2 Improvement: Apply problem-specific repair/improvement heuristic on 
y to obtain y’ 
Step 2.3 Update of z: For each j from 1 to m, if zj < fj( y’), then set zj = fj( y’). 
Step 2.4 Update of Neighboring Solutions: For each index j ∈ B(i) If  gte

(
λj, , z

) ≤ 
gte

(
λj, , z

)
, set  xj = y', and FV j = F

(
yi

)
. 

Step 2.5 Update of EP: Remove from EP all vectors dominated by F(y’) 
Add F(y’) to EP if vectors in EP dominated by F(y’) 

Step 3 Stopping criteria: If stopping criteria are satisfied, stop and output EP. 
Otherwise, go to step 2. 

10.2.4 DTLZ1 Test Problem 

DTZL1 problem form part of a test suite problems developed in [14] and is defined 
by: 

M: Number of objectives. 

n: Number of variables. 

X: Decision variable vector. 

f i(X): i-th objective function. 

g(XM ): Functional. 

k: number of variables for g(XM). 
The formal definition of the DTLZ1 problem provided by Farina et al. in [14] is  

as follows: 

Minimize f1(X ) = 
1 

2 
x1x2 . . .  xM −1(1 + g(XM )),
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Minimize f2(X ) = 
1 

2 
x1x2 . . . (1 − xM −1)(1 + g(XM )), 

Minimize fM−1(X ) = 
1 

2 
x1(1 − x2)(1 + g(XM )), 

... 
... 

subject to 0 ≤ xi ≤ 1, fori = 1, 2, . . . ,  n. 

The functional g(XM ) requires |XM | = k variables and must take any function 
with g > 0 Farina et al., in [11] suggested 

g(XM ) = 100

(

|XM | +
∑

xi 

(xi − 0.5)2 − cos(20π (xi − 0.5))

)

For x∗
i = 0.5

(
x∗
i ∈ XM

)
conform the Pareto-optimal solution and the objective 

function values lie on the linear hyperplane define by: 

M∑

m=1 

f ∗ 
m = 0.5 

Farina et al., suggested k = 5, and the number of variables is calculated by: 

n = M + k − 1 

Farina et al. stated that the DTLZ1 problem possesses the following properties: 
(1) The difficulty in converging to the hyperplane, (2) The search space contains(
11k − 1

)
local Pareto-optimal fronts, (3) his Pareto Front shape is linear. 

10.3 Proposed Methodology 

The methodology depicted in Fig. 10.8 is an interactive process between the DM 
and various elements that are incorporated into it. These elements include a MOP, 
which the DM interacts with by instantiating the problem to be solved. There is 
also a MOEA, which DM defines and parametrizes to generate a PF. The observable 
properties of the PF are defined by the DM, which selects an indicator to assess these 
properties, e.g., the Pareto front shape, the relationships between objectives, and the 
degree of convergence and diversity. The best PF (F0*) is then represented using a set 
of visualization techniques chosen by the DM. The DM also defines indicators that 
make observable the ACES features. Finally, the DM visually inspects the graphs 
and characterizes them, making notations of the strengths and weaknesses of each 
graph in terms of the expected ACES features.
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selected properties P, such as 
shapes, relationships 

graphs characterization 

instance I MOP MOEA 
approximated PFs Performance evaluation 

Graph each solution in F0* using G 

Correlate graphs P and 
expected ACES features. 

Observable 
properties 

Indicator values 
definition 

F0* 

ScPM, PCP, HM RP … 

Observable ACES features 

G 

indicators e 

Perform visual 

inspection of graphs 

expected ACES features f 

DM 

Fig. 10.8 The methodology proposed to assess visualization techniques with ACES 

Based on elements present in each visualization technique, an indicator was 
proposed to assess the accuracy of observing the convergence and diversity of the 
solutions. Three cases were considered to establish the indicators: in case 1, the real 
Pareto front is provided; in case 2, two algorithms are compared; and in case 3, an 
algorithm’s performance is evaluated without a reference point. 

The methodology outputs a correlation between a set of expected ACES features, 
and graph characterization, i.e., a summary of how well the graphs (e.g., ScPM, PCP, 
HM, RP, etc.) comply with certain desirable characteristics. As a result, DM has 
enough information to decide whether the data visualization techniques are effective 
under the predefined context, i.e., the larger the number of ACES features covered, 
the better the data visualization is. Also, in any case, the methodology allows feed-
back on data visualization weaknesses, which in turn makes a new iteration to the 
methodology. 

This methodology aims to facilitate the assessment of visualization techniques 
using the ACES features. By providing a standardized approach, researchers and 
practitioners can make informed decisions about which techniques to use in their 
work, ultimately leading to more effective visualizations.
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10.4 Experimentation and Results 

The experiment will try to answer the question: Is it possible to validate data visual-
ization techniques through the correlation between visual aspects observed in them 
and the ACES characteristics that define a good visualization technique? 

The experiment design consists of the observable properties and the measurement 
that evaluates these properties, the definition of MOP and the MOEA that obtain 
approximate Fronts, the evaluation of the performance of approximate Fronts to 
output the best PF, the establishment of the visualization techniques to represent PF 
sets and the expected observable ACES features, PF set visualizations, the correlation 
between observable properties and ACES features, and lastly, an analysis of these 
correlations. 

The experiments were carried out in a Google Colab notebook [21] using  the  
system resources shown in Table 10.3. The programming language was Python 
3. Codes are available at https://colab.research.google.com/drive/1X11mQPM9-jqy 
OJDt0b2yYQLtoLthyg8o?usp=sharing for the DTLZ1 with three objectives and for 
four objectives at https://colab.research.google.com/drive/1eiMjGEKx7LDLkTw1r 
kL4o1BLnzKYifSS?usp=sharing. 

10.4.1 Observable Properties and Indicator 

Observable properties are the concrete aspects desirable for a particular DM to be 
present in graphs. This work considers the expected properties for the study: the shape 
of the approximate Pareto front, the relationships between objectives, distribution of 
solutions, and the degree of convergence and diversity achieved by solutions. 

The essence of the previous properties can be captured by means of hypervolume. 
The hypervolume indicator implemented in Pymoo was used to assess the quality 
of the approximation sets generated by both algorithms. As explained in [22], the 
hypervolume indicator offers a single value that can simultaneously assess the conver-
gence and diversity of a solution set. For the analysis, the reference point (1, 1, 1) 
was selected for three objectives and (1, 1, 1, 1) for the four objectives case.

Table 10.3 Resources of the 
system where the experiments 
were carried out 

Resource Valor 

CPU AMD EPYC 7B12 

Speed (MHz) 2249.998 

RAM 13.61 GB 

https://colab.research.google.com/drive/1X11mQPM9-jqyOJDt0b2yYQLtoLthyg8o%3Fusp%3Dsharing
https://colab.research.google.com/drive/1X11mQPM9-jqyOJDt0b2yYQLtoLthyg8o%3Fusp%3Dsharing
https://colab.research.google.com/drive/1eiMjGEKx7LDLkTw1rkL4o1BLnzKYifSS%3Fusp%3Dsharing
https://colab.research.google.com/drive/1eiMjGEKx7LDLkTw1rkL4o1BLnzKYifSS%3Fusp%3Dsharing
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10.4.2 MOP and MOEA 

The MOP selected to solve was DTLZ1; its instances are shown in Table 10.4. 
The MOEAs used to obtain approximates of PF were NSGA-II and MOEAD; the 

corresponding parametrizations are listed in Tables 10.5 and 10.6. 

Table 10.4 Instances of DTLZ1 problem 

Test problem Number of objectives (M) Number of variables (n = M + k − 1) where k = 5 
DTLZ1 3 7 

DTLZ1 4 8 

Table 10.5 Parameter values for the NSGA-II algorithm 

Parameter Value 

Population size 105 (adjusted from 300) 
objectives = 3 

120 (adjusted from 300) 
objectives = 4 

Generations 250 

Crossover operator SBX 

Crossover probability 1.0 

Crossover distribution index 20 

Mutation operator Polynomial 

Mutation probability 1/n 

Mutation distribution index 20 

Table 10.6 Parameter values for the MOEA/D algorithm 

Parameter Value 

Population size 105 (adjusted from 300) 
objectives = 3 

120 (adjusted from 300) 
objectives = 4 

Generations 250 

Crossover operator SBX 

Crossover probability 1.0 

Crossover distribution index 20 

Mutation operator Polynomial 

Mutation distribution index 20 

T 20 

Generation of vectors Das-Dennis method [23] 

Decomposition approach Tchebycheff
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Table 10.7 The maximum hypervolume values corresponding to each approximation generated 
for each algorithm to DTLZ1 with three and four objectives 

NSGA-II MOEA/D 

Max value 

Three objectives Four objectives Three objectives Four objectives 

0.9719250300085946 0.9910496983827358 0.973430021035516 0.9939190389042989 

10.4.3 Performance Evaluation 

A higher hypervolume value indicates a high degree of convergence and diversity 
of the solutions in PF. Each algorithm was executed thirty times, and each set’s 
hypervolume was calculated. The approximate PF generated with each algorithm 
with the highest hypervolume was selected to be represented in the visualization 
techniques established forward. 

Table 10.7 presents the maximum hypervolume values for the thirty approximation 
sets of DTLZ1, with three and four objectives for each algorithm. These results serve 
as a basis for analyzing and comparing the two algorithms’ performance. 

Table 10.7 shows that the maximum values of hypervolume are obtained from 
the approximations generated by MOEA/D. This indicates that the solution sets 
generated by MOEA/D have better convergence and solution diversity than the 
approximations generated by NSGA-II. 

10.4.4 Visualizations Techniques and Observable ACES 
Features 

Visualizations Techniques 
The visualization techniques used to represent the set of solutions are scatter plot 
matrix (ScPM), Parallel Coordinate Plots (PCP), Heat Map (HM), and Radar Plot 
(RP). 

Observable ACES Features 
The evaluation of visualization techniques was centered around the observable ACES 
features, namely the accuracy with which a graph depicts the convergence and diver-
sity of the solutions, the clarity of the relationship between the objectives of the 
solutions, the extent to which the graph empowers decision-making, and the ability 
of the graph to succinctly convey the shape of the Pareto front. 

10.4.5 Visualizations of the Approximates PF 
Scatter Plot Matrix 
Figures 9a and 10a represent the scatter plot matrix for DTLZ1 with three objectives 
and four objectives, respectively, obtained by NSGA-II. On the other hand, Figs. 9b
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Fig. 10.9 Scatter plots for the best approximations for DTLZ1 with three objectives: a NSGA-II, 
b MOEA/D 

Fig. 10.10 Scatter plots for the best approximations for DTLZ1 with four objectives: a NSGA-II, 
b MOEA/D 

and 10b depict the scatter plot matrix for DTLZ1 with three and four objectives 
obtained by MOEA/D. 

Figures 9a and 10a show approximations of NSGA-II. The linear shape of DTLZ1 
is distinguishable, but with MOE/D, it is most succinct, as shown in Figs. 9b and 
10b. This graph also allows us to observe the relationships between the objectives 
clearly. The diversity and convergence of solutions are conveyed succinctly. The 
drawbacks are that it is not possible to select a solution, avoiding decision-making, 
and it becomes more difficult to manage the scatter plots if the number of objectives 
increases. 

Heatmap 
Figures 11a and 12a show the heatmap of the approximations for DTLZ1 with three 
and four objectives obtained by NSGA-II, respectively; Figs. 11b and 12b show the 
heatmap of the approximations for DTLZ1 with three and four objectives generated 
by MOEA/D in each case.
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Fig. 10.11 Heatmaps for the best approximations for DTLZ1 with three objectives: a NSGA-II, 
b MOEA/D 

Fig. 10.12 Heatmaps for the best approximations for DTLZ1 with four objectives: a NSGA-II, 
b MOEA/D
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Fig. 10.13 Parallel coordinates plots for the best approximations for DTLZ1 with three objectives: 
a NSGA-II, b MOEA/D 

Figures 11a and 12a display the solutions for DTLZ1 with three and four objec-
tives respectively, obtained using NSGA-II. These figures provide an accurate visu-
alization of the diversity of solutions. On the other hand, Figs. 11b and 12b, which 
correspond to solution sets obtained with MOEA/D, demonstrate a high diversity of 
solutions. Additionally, the differences in colors between the objectives allow for a 
clear observation of the relationships between them. However, this visualization has 
a drawback - it does not reveal the shape of the Pareto front, and decision-making is 
difficult due to the large quantity of solutions. 

Parallel Coordinates Plot 
Figures 13a and 14a show the parallel coordinates plot of the approximations for 
DTLZ1 with three and four objectives obtained by NSGA-II respectively, and 
Figs. 13b and 14b show the parallel coordinates plot of the approximations for DTLZ1 
with three and four objectives generated with MOEA/D.

Figures 10.13 and 10.14 clearly illustrate the relationship between the objectives, 
they accurately display the convergence and diversity of solutions. However, visual-
ization has some limitations, including the inability to observe the shape of the Pareto 
Front and the difficulty of decision-making due to the superposition of solutions. 

Radar Plots 
Figures 15a and 16a show the radar plots of the approximations for DTLZ1 with 
three and four objectives obtained by NSGA-II, respectively, and Figs. 15b and 16b 
show the radar plots of the approximations for DTLZ1 with three and four objectives 
obtained with MOEA/D.

From Figs. 10.15 and 10.16, by examining a solution at a given point in time, the 
relationship between objectives can be clearly observed. However, this visualization 
has some limitations. For example, Pareto Front’s shape cannot be observed, and the 
large number of solutions can make it challenging decision-making. Additionally, it 
is not easy to determine the convergence and diversity of the solutions.
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Fig. 10.14 Parallel coordinates plots for the best approximations for DTLZ1 with four objectives: 
a NSGA-II, b MOEA/D

10.4.6 Correlations Between Observable Properties 
and Indicators to Observe ACES Features 

ACES stands for accuracy, clearness, empowerment, succinct characteristics that 
according to the state-of-the-art are desirable on visualization techniques. The eval-
uation of the quality of a particular visualization technique on a given context depends 
mostly on the chosen indicator and measurements rather than the visualization 
technique itself. 

Let’s consider the case of study on this manuscript. The convergence and diver-
gence of metaheuristics must be analyzed. For this purpose, four visualization tech-
niques were carefully chosen. The experiment conducted derived on the generation 
of an approximation of the Pareto fronts (as described previously), and what remains 
is a qualitative analysis of the results. A visualization technique will be considered 
effective if it complies with the ACES characteristics; however, to provide evidence 
on such a topic, an indicator must be taken into consideration, an indicator that could 
be measured in the observable context of a visualization technique in the sense of 
acknowledging how well the studied proper is cover. For this purpose, let’s consider 
the accuracy feature and propose indicators for each visualization technique that 
support the notion of pointing out whether the achieved approximated front has 
complete convergence and/or divergence. 

The problem here lies in identifying a proper indicator derived from observable 
attributes on a graph. Table 10.8 shows a set of such indicators for the graph and 
their properties evaluated in the case of study.

Three cases were considered to establish the indicators: in case 1, the real Pareto 
front is provided; in case 2, two algorithms are compared; and in case 3, an algorithm’s 
performance is evaluated without a reference point.



272 M. Paz-Robles et al.

Fig. 10.15 Radar plots for the best approximations for DTLZ1 with three objectives: a NSGA-II, 
b MOEA/D
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Fig. 10.16 Radar plots for the best approximations for DTLZ1 with four objectives: a NSGA-II, 
b MOEA/D
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Table 10.8 Summary of the level of accuracy for each visualization technique in all of the three 
cases: In case 1 the real Pareto front is provided; in case 2 two algorithms are compared, and in case 
3 the performance of an algorithm is evaluated and is not provided with a reference point 

Visualization 
Technique 

Convergence 
Case 1 

Diversity 
Case 1 

Convergence 
Case 2 

Diversity 
Case 2 

Convergence 
Case 3 

Diversity 
Case 3 

Scatter plot 
Matrix 

High High Medium High High High 

Heatmap Medium Medium Low Low Medium Medium 

Parallel 
coordinates 
plot 

High High High High High High 

Radar plot High Medium High Medium High Medium

Scatter plot matrix 

The Real Pareto Front is Known 
The indicator for accuracy in convergence, where the real Pareto front is known, 
could be given by the number of graphs associated with pairs of objectives; in which 
dispersion of the approximate front data points fall within the region of the distribu-
tion of the points associated with pairs of objectives of the real front. The accuracy 
of this technique has a high accuracy for observing convergence. 

An indicator of accuracy when observing diversity in a scatter plot matrix would 
be the number of associated plots in which the point dispersion of approximate front 
objectives pairs coincides with the distribution of the points in the graphs associated 
with real front objectives pairs. With the above, the scatter plot is highly accurate for 
observing diversity. 

Two Algorithms Are Compared 
When two algorithms are compared, a region of interest can be established, whose 
pairwise of objectives scatter plots of the solutions from this region of interest would 
be a reference point; the indicator would be given by the number of scatter plots 
in which the points of objectives pairs of the solutions from the approximate fronts 
approach the points of the solutions of pairs of objectives of the region of interest. 
This technique has a medium accuracy since each of the scatter plots associated with 
the pairs of objectives of each of the approximate fronts must be observed with the 
distribution of the points associated with the pairs of objectives of the solutions in 
the region of interest. 

The indicator for diversity would be given by the number of scatter plots in which 
the distribution of the points of the objectives pairs of the approximate front coincides 
with the distribution of the points of the pairs of objectives of the reference point. 
There is a high accuracy in observing diversity. 

There is no Reference Point, and a Single Algorithm is Analyzed 
The convergence of a single algorithm is analyzed, and there is no reference point; 
convergence can be assessed by looking at changes in the scatter plots of successively
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generated fronts. Convergence can be declared by observing stability in the scatter 
plots associated with the target pairs of the last generated fronts. With the above, 
there is a high precision to observe convergence. 

The accuracy for observing diversity is given by the distribution of the points in 
the scatter plots of the pairs of objectives. There is a high accuracy in observing 
diversity. 

Heat Map 

The Real Pareto Front is Known 
An indicator for accuracy to show convergence on a heat map when the real Pareto 
front is available could be set by the pattern generated on a heat map of the actual 
front, if the pattern generated on a heat map of the approximate front matches that 
of the actual front it can be declared that there was convergence. In this case, the 
accuracy can be affected by the comparison of colors or differences in the order of 
the solutions of the two fronts, so the accuracy of observing convergence in a heat 
map is up for discussion. A medium accuracy can be declared to observe convergence 
in this case. 

The indicator to show diversity in a heat map when the real Pareto front is known 
would be that the distribution of the colors in the approximate front heat map matches 
the color distribution in the heat map of the actual front. This can be affected if the 
order of the solutions on the two fronts is different, so the accuracy of a heat map to 
observe diversity is up for discussion. Therefore, it is possible to declare a medium 
accuracy in observing diversity with this visualization technique. 

Two Algorithms Are Compared 
An indicator for accuracy of convergence when comparing two algorithms can be 
defined with a region of interest whose color pattern of the heatmap of the solutions of 
this region of interest would be the reference point. When representing the solutions 
of the approximations of the algorithms that are being compared, the convergence 
would be given by the existence of color patterns like the reference point, however, 
this becomes complicated by the difficulty of visually comparing colors, a possible 
way to alleviate this problem would be with ordering of the solutions both in the 
region of interest and the solutions in the approximate fronts. This visualization 
technique makes it difficult to accurately observe convergence. So, the accuracy for 
observing convergence is low. 

When comparing two algorithms, diversity can be observed by the distribution 
of colors in the heat maps of each of the approximate fronts. This can be affected 
by the order of the solutions, so the accuracy of observing diversity in a heat map is 
debated. So, it can be declared a low accuracy for observing diversity on a heat map. 

There is no Reference Point, and a Single Algorithm is Analyzed 
An indicator of convergence accuracy in a heat map when working with an inde-
pendent algorithm will be the change of pattern of the heat maps of the successive 
approximate fronts; the accuracy of the convergence would be given by observing
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stability in the color distribution of the last heat maps of the fronts obtained. It can 
be stated that a medium accuracy to observe convergence in this case. 

The accuracy of a heat map for observing diversity is given by the distribution 
of colors in the heat maps of successive approximate fronts: if there is a change 
in the distribution of colors, diversity can be declared. Accuracy can be affected 
by the difficulty of comparing colors. However, some techniques can be employed 
to improve distribution. The accuracy is declared medium for this technique for 
observing diversity. 

Parallel Coordinates Plot 

The Real Pareto Front is Known 
An indicator for accuracy in showing convergence knowing the real Pareto front on 
a parallel coordinate plot can be given by the number of polylines of the approx-
imated front that fall within the region of the frame formed with the polylines of 
the real Pareto front. This technique can be declared with high accuracy to observe 
convergence. 

An indicator of accuracy in showing diversity by knowing the real Pareto front in 
a parallel coordinate plot is the visual matching of the frame that forms the polylines 
of the approximate front with the frame that forms the polylines of the real front. 
Accuracy is high for observing diversity. 

Two Algorithms Are Compared 
When comparing two algorithms, a region of interest can be established: the algo-
rithms’ convergence would be observed if the frame formed with the polylines of 
solutions from the approximate fronts visually coincides with the frame formed by 
the polylines of the solutions in the region of interest. The accuracy for observing 
convergence is high. 

An indicator of the accuracy of the diversity of the solutions would be given by a 
uniform distribution of the intersections in the vertical lines of each of the objectives. 
The accuracy for observing diversity is high. 

There is no Reference Point, and a Single Algorithm is Analyzed 
An indicator of the accuracy of observing convergence in a PCP when there is no 
reference point and work with an individual algorithm would be the visual change in 
the plot formed by the polylines of the successive approximate fronts. Convergence 
would be declared when there is stability in the plot formed by the polylines of the 
last represented fronts. The accuracy is high for observing convergence. 

The distribution of the intersections in the vertical lines associated with each of the 
objectives would give the accuracy to observe diversity; this would lead to declaring 
a high accuracy.
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Radar Plot 

The Real Pareto Front is Known 
The indicator for accuracy in showing convergence knowing the real Pareto front 
on a radar plot can be given by the number of radar plots of the approximate front 
that fall within the real Pareto front radar plot. The accuracy is high for observing 
convergence. 

An indicator for accuracy when showing diversity knowing the real front on a 
radar graph is by the visual coincidence of the plot formed by the solutions of the 
approximate front with the plot formed by the solutions of the real front however 
if the number of solutions is high, thus the accuracy suffers a detriment due to the 
superposition of figures, this could be alleviated by plotting each of the solutions on 
a separate radar plot, which would lead to looking at each of the graphs to declare 
diversity, due to aforementioned shortcomings a medium accuracy for observing 
diversity is declared. 

Two Algorithms Are Compared 
When comparing two algorithms, a region of interest can be established. The algo-
rithms’ convergence would be observed if the solution frames of the approximate 
fronts visually matched the radar plot formed by the solutions in the region of interest. 
The accuracy for observing convergence is high. 

An indicator of the accuracy of the diversity of the solutions would be given by a 
uniform distribution of figures of the radar graphs of each of the solutions, this can 
be affected by the overlapping of the figures, and a way to alleviate it would be to 
graph each of the solutions individually being able to better observe the diversity, 
however, if the number of solutions is very large, the accuracy to observe diversity 
is affected so a medium accuracy is declared. 

There is no Reference Point, and a Single Algorithm is Analyzed 
An indicator of accuracy to observe convergence when you do not have a reference 
point and work with an individual algorithm would be the visual change in the plot 
formed by the solutions of the successive approximate fronts. Convergence would 
be declared when there is stability in the plot formed by the solutions of the last 
represented fronts. Accuracy is declared as high for observing convergence. 

The accuracy to observe diversity would be given by a uniform distribution of the 
figures of the solutions, this can be affected if there are a large number of solutions 
since there would be overlapping of the figures. The above could be improved if 
each of the solutions is plotted on an independent radar graph; however, seeing the 
difference in each of the figures affects the accuracy to observe diversity, hence a 
medium accuracy is stated to observe diversity. 

Table 10.8 summarizes the scoring criteria for the accuracy property consid-
ering elements present on each visualization technique to observe convergence and 
diversity. 

Table 10.9 summarizes the observable ACES features covered by each visualiza-
tion technique.
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Table 10.9 Each visualization technique is marked with a “✔” if the observable ACES feature is 
covered and with a “✘” if it is not. A mark “?” indicates if the feature is partially covered 

Visualization 
technique 

Observable ACES features 

Accurately 
depicts the 
convergence 
and diversity 
of the 
solutions 

Accurately 
depicts the 
diversity of 
the solutions 

Clarity of the 
relationship 
between the 
objectives 

Empowers 
decision-making 

Succinctly 
convey the 
shape of the 
Pareto Front 

Scatter plot 
matrix 

? ✔ ✔ ? ✔ 

Heatmap ? ? ✔ ? ✘ 
Parallel 
coordinates 
plot 

✔ ✔ ✔ ? ✘ 

Radar plot ? ? ✔ ? ✘ 

10.4.7 Analysis 

Table 10.8 summarizes the level of accuracy of each visualization to display conver-
gence and/or diversity. It can be concluded that the parallel coordinates plot has high 
accuracy in displaying both convergence and diversity since their elements allow it. 
The scatter plot matrix has a medium accuracy related to case 2 because each of 
the scatter plots associated with the pairs of objectives of each of the approximate 
fronts must be observed with the distribution of the points associated with the pairs 
of objectives of the solutions in the region of interest; this method has a high accu-
racy to observe diversity. The radar plot has medium accuracy in displaying both 
convergence and diversity due to the overlapping of the figures of each solution. 
This is highly affected when there are many solutions in the approximated front. 
However, this can be alleviated by plotting each solution in a single radar plot, it is 
hard to observe each of the individual’s radar plots. Heatmap is a technique with low 
accuracy to observe both convergence and diversity due to the difficulty of visually 
comparing colors. Although this can be alleviated in order to reach a similar pattern, 
the difficulty of comparing colors remains. 

Table 10.9 shows that the Scatter Plot matrix is effective in showing the relation-
ship between objectives and presenting diversity and convergence of solutions and 
is the only one that can show the Pareto front shape. On the other hand, Heatmap 
provides a clear visualization of relationships between objectives and solution diver-
sity, but it fails to reveal the shape of the Pareto front. The Parallel Coordinates tech-
nique is good at depicting the relationship between objectives and the convergence 
and diversity of the solutions but lacks visibility in the shape of the Pareto front. Simi-
larly, Radar Plots offer a clear observation relationship between objectives but lack
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visibility in the shape of the Pareto front. From this table the positive aspect of visu-
alization to empower decision-making is perceived with limitations in all the tech-
niques; the reason for this situation relies on the way the graphs were constructed. To 
improve the ability to empower decision-making, the DM should establish an aspect 
to observe, such as whether the graph is able to convey an algorithm’s convergence. 

10.5 Conclusions 

Is it possible to validate data visualization techniques through the correlation between 
visual aspects observed in them and the ACES characteristics that define a good visu-
alization technique? Yes, it is possible to validate visualization techniques through 
such correlation. 

It was found that it is possible to define indicators to evaluate a property such 
as the accuracy of a visualization technique to display a desirable aspect like the 
convergence and diversity levels of algorithms, considering elements present in them. 

The construction of a visualization technique affects how they are interpreted 
either because of an arbitrary order of the solutions such as in a heatmap or for the 
superposition of the polylines in a parallel coordinates plot. 

Here, the accuracy was mainly evaluated. However, the rest of the features could 
be evaluated similarly, with visual aspects present in the visualization technique. 

Future work to be considered is improving visualization techniques. One idea 
could be applying a ranking system to the solutions that transform a set of solutions 
with an arbitrary order into a set of solutions ordered, leading to improvement in, for 
instance, the display of convergence and diversity of the solutions. 
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Chapter 11 
Enhancing Supply Chain Management: 
A Hybrid Approach for Smart Decisions 
and Performance 

Sandra Rodríguez-Figueredo , Liliana Ramos-Guerrero , 
Efraín Solares-Lachica , and Alberto Aguila-Tovar 

Abstract Supply chains (SC) are essential for the operation of companies, evolving 
with changes in the market and the parties involved. Effective Supply Chain Manage-
ment (SCM) is key to success and competitive advantage, yet SCM faces challenges 
such as collaboration, adoption of emerging technologies (including Artificial Intel-
ligence, AI), and best practices. The Supply Chain Operations Reference (SCOR) 
model is a powerful tool for evaluating and comparing SC activities that aims to 
reduce the challenges in achieving an effective SCM. This chapter explores the inte-
gration of AI in SCM using the SCOR model. A diagnostic methodology based on 
the SCOR model is designed, and a hybrid model is developed to improve deci-
sion making and the performance of SCM. Resulting in a treatment with mathe-
matical tools and optimization methods that seeks a uniform, efficient and effec-
tive process. An important feature of the proposed methodology is its applicability 
to various industries. The methodology is expected to automate decisions, stan-
dardize processes, eliminate unnecessary activities, and offer future adaptability. The 
methodology is reproducible and applicable in virtually any SC, providing intelli-
gent management that optimizes the effectiveness of SCM, positively impacting 
performance indicators, increasing benefits, and providing flexible responses to 
changes. 
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11.1 Introduction 

Organizations have faced significant changes, primarily in the field of Information 
Technology and Communication, which have needed changes in their relationships 
with other actors in their Supply Chains (SC), focusing on suppliers and customers 
[1]. Supply Chain Management (SCM) is a critical concept in the business sphere 
that synchronizes and coordinates critical logistics processes through information and 
product flows, facilitating collaboration and integration within the SC [2]. However, 
the challenges of SCM include developing collaboration and trust among SC part-
ners, identifying best practices to align and integrate the SC, and successfully imple-
menting collaborative information, such as recent Internet systems and technologies 
that drive efficiency and quality throughout the SC [3]. Modern competitive stan-
dards and effective SCM and logistics are indispensable for all businesses, whether 
small or large, serving domestic or export markets [4]. Integration of the SC is a 
broad concept that encompasses various aspects like coordination, collaboration, 
cooperation, interaction, and partnership among SC agents [5]. 

In today’s dynamic environment, companies can no longer afford to compete 
as individual entities but must compete as complete value chains, relying on an 
integrated approach [6]. The evolving global market presents new challenges for 
companies. The lack of professionalization, resistance to innovative practices, and a 
lack of conviction to adopt new organizational structures and administrative practices 
hinder profitability and competitiveness, particularly in the marble subsector [7]. To 
address these challenges, integrating technologies and fostering a culture of inno-
vation and adaptability are necessary [8]. Despite advancements in understanding 
human decision-making in SCs, there is a need to construct an instrument that gener-
alizes findings from qualitative studies [9]. As CS increasingly integrates different 
technologies, there is a need for a comprehensive tool to capture demand patterns 
and customer behaviors more effectively [10]. 

The Supply Chain Operations Reference (SCOR) model is a product of the Asso-
ciation for Operations Managements (APICS), resulting from the merger between the 
Supply Chain Council and APICS in 2014. Established in 1996, the SCOR model is 
periodically updated to adapt to changes in business practices within the supply chain 
SC. This model captures a consensus view of SC management and provides a unique 
framework linking business processes, metrics, best practices, and technology in a 
unified structure to support communication among SC partners and improve supply 
management effectiveness and chain improvement-related activities [11]. 

The SCOR model exhibits versatility by addressing multi-sectoral SCs and 
covering all processes and indicators present in each. However, the SCOR model 
lacks mathematical descriptions and heuristics for precise recommendations from 
the interpretation of its results. To address these shortcomings, this research aims 
to integrate decision-making methods and models into the SCOR model to create a 
more comprehensive and adaptable approach for modern businesses [12]. 

This research initiative was instigated by a marble trading company’s imper-
ative need to enhance delivery processes, mitigate losses attributed to planning
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uncertainties, and align with market demands for enhanced quality, reduced lead 
times, and cost efficiencies. Operating as a private family-owned entity with over a 
decade of experience in marble commercialization and distribution within and beyond 
the Comarca Lagunera, Mexico, this company has witnessed substantial growth in 
product diversification and customer base expansion under its second-generation 
management. 

Subsequently, two additional companies joined this collaborative effort: a metal-
mechanic sector enterprise established in March 2014, specializing in machining, 
metalworking, and laser cutting and engraving processes. Renowned for its diverse 
clientele including industry giants like Caterpillar, Grupo Modelo, Lala, and Iber-
drola, its primary focus lies in manufacturing specialized tools and components for 
the food, metalworking, and mining sectors. Despite its strategic positioning and 
advanced equipment utilization, it acknowledges the imperative need for enhancing 
planning processes to ensure timely supply and response due to its extensive service 
range. 

The third company, operational since 1972 in Mexico, specializes in managing 
poultry-related inputs for industrial canteens, restaurants, and governmental insti-
tutions. Its commitment to personalized customer service is evident in its ability to 
cater to specific presentation and specification requirements. Partnering with leading 
suppliers like Tyson, San Antonio, and Pilgrim’s Pride ensures product freshness and 
quality. However, operational challenges, notably delivery delays stemming from 
product conservation and handling issues, underscore the necessity for supply chain 
optimization through modern machinery implementation and strategic alignment 
with the SCOR model. 

The overarching goal of this study is to furnish these companies with an essential 
tool for continuous improvement, specifically addressing delivery time optimization, 
post-sale services enhancement, and performance indicator refinement. Additionally, 
the model developed herein holds promise for regional development in Mexico, 
particularly contributing to the advancement of the Manufacturing and Automotive 
Industry Cluster of Laguna (CIMAL), a strategically significant sector for the region 
[13]. 

The chapter is structured as follows. Section 11.2 details the materials and methods 
used to address the problem. Section 11.3 provides the steps of the proposed method-
ology. Section 11.4 describes and discusses the results of the application. Finally, 
Sect. 11.5 concludes the chapter. 

11.2 Materials and Methods 

As a tool for SC, the SCOR model proposes improvements in logistical and finan-
cial contexts, facilitating an understanding of the business process that identifies 
consumer satisfaction-driving characteristics. It is divided into four sections: process, 
practices, people, and performance [14]. Unlike other models, SCOR provides a 
unified structure to support communication among SC participants, linking business
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processes, best practices, metrics, and technology, thereby improving effectiveness 
and promoting improvement activities in SC management [15]. With an operations-
focused approach on product and information flows, SCOR does not consider func-
tions of finance, marketing, or human resources, stemming from a strategic vision 
of SC [13]. 

The SCOR Model is used as a diagnostic tool to assess the state of the supply chain 
and its relevant processes. In this proposal, the outcomes of this diagnostic phase 
are intended to complement the qualitative data by applying Genetic Algorithms 
(GAs). In the proposed methodology, explained in Sect. 11.3, a GA is employed to 
determine the most amenable elements to corrective action, thereby achieving the 
greatest potential impact. Let us first start by describing the SCOR model. 

11.2.1 SCOR Model 

The framework of the SCOR model is divided into four levels. Level one identifies 
key SC processes (plan, source, make, deliver, and return), assisting companies in 
establishing SC management objectives. Level two explains the main process cate-
gories existing in real and created SC within a company (inventory, make-to-order, 
and make-to-stock products). The third level includes information for supply chain 
management (SCM), for sourcing planning, and setting strategic SC management 
objectives (comprising definitions, benchmarking, and software). Finally, the fourth 
level focuses on implementation, which varies for each company and is not explained 
in the SCOR [15]. 

It is worth noting that the SCOR Model addresses only the first three levels, 
considering them neutral in scope, leaving the definition of the final level beyond its 
scope. The responsibility for and strategy of the fourth level activities are vested in 
the companies and sectors involved. 

Within the SCOR Model, key elements pertaining to supply chain performance, 
processes, practices, and human resources are described. 

• Performance: This element standardizes a set of metrics for evaluating supply 
chain process performance and establishing strategic objectives. It comprises two 
types of elements: (1) Performance Attributes and (2) Metrics, as summarized in 
Table 11.1.

The SCOR Model defines “Processes” as standardized descriptions of the activi-
ties that constitute the functioning of supply chains. These processes are structured 
into several hierarchical levels. At the highest level (Level 1), five processes are 
defined based on their scope:

• Plan (Planning): Involves planning activities necessary for the operation of the 
supply chain. 

• Source: Concerns orders from suppliers.
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Table 11.1 Level of indicators of the metrics of the five performance attributes 

Performance attribute Level-1 strategic metrics 

Reliability Perfect order fulfillment (RL.1.1) 

Responsiveness Order fulfillment cycle time (RS.1.1) 

Agility Upside supply chain adaptability (AG.1.1) 
Downside supply chain adaptability (AG.1.2) 
Overall value at risk (AG.1.3) 

Cost Total supply chain management cost (CO.1.1) 
Cost of goods sold (COGS) (CO.1.2) 

Asset management efficiency Cash-to-cash cycle time (AM.1.1) 
Return on supply chain fixed assets (AM.1.2) 
Return on working capital (AM.1.3)

• Make (Production): Encompasses the transformation of raw materials or semi-
finished products into finished products. This extends beyond traditional manufac-
turing to include processes such as repair, recycling, and product reconditioning. 

• Deliver (Distribution): Encompasses the management, preparation, and delivery 
of customer orders. 

• Return: Addresses reverse logistics, encompassing both returns from customers 
and returns to suppliers. 

• Enable: Pertains to aspects related to supply chain management, covering 
information management, risk management, regulatory compliance, and more. 

Levels 2 and 3 processes refine the capabilities within Level 1 processes, with 
Level 3 processes representing specific process steps that, when executed in sequence, 
plan supply chain activities, source materials, manufacture products, deliver goods 
and services, and manage product returns. 

The “Good Practices” component of the SCOR Model comprises a set of proven, 
efficiency-enhancing practices that significantly improve the performance of supply 
chain processes. These encompass a wide array of common supply chain practices, 
including inventory management, maintenance tasks, order management, reverse 
logistics, warehousing, application of the Six Sigma methodology, traceability via 
Radio-Frequency Identification (RFID), and various inventory reduction strategies 
like Just-in-Time. 

Introduced in SCOR 10, the “Working Capital” section of the SCOR Model 
provides standards for describing the skills necessary for task execution and process 
management. It defines talent management standards specific to the supply chain. 
Some of these skills may be applicable beyond the supply chain domain. Skills are 
defined regarding experiences, level of training, and competence required to effi-
ciently execute each supply chain task and manage associated processes, aligning 
with the overall metrics and best practices of the model.
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11.2.2 Genetic Algorithms 

The Genetic Algorithm (GA) employed in our study represents an adaptive heuristic 
search method grounded in population genetics. It is a probabilistic search algorithm 
that simulates the mechanics of natural genetic variation and selection. The GA begins 
with a set of solutions, referred to as a population, with each solution represented as 
a chromosome. The population size remains constant throughout each generation. In 
each generation, the fitness of each chromosome is assessed, and the chromosomes for 
the subsequent generation are probabilistically selected based on their fitness values. 
Some selected chromosomes then undergo random pairing to generate offspring. 
During this process, random crossover and mutation events occur. Chromosomes 
with higher fitness values have a greater likelihood of selection, potentially resulting 
in improved average fitness values in subsequent generations. 

In general terms, GAs stand as a compelling method for solving complex opti-
mization problems through a process inspired by natural evolution. They encode 
potential solutions as chains of characters known as chromosomes, comprised of 
genes, each representing variables xi within a solution set x = (x1, x2, · · ·  , xn). In 
contexts like non-linear 0–1 programming, genes are represented by binary codes (0 
or 1), a concept easily extendable to portfolio optimization problems where binary 
values indicate the absence or full support of investment objects, with fractional 
values indicating partial support. 

The success of GAs in navigating towards optimal solutions is contingent upon the 
implementation of a fitness measure. This measure evaluates the quality of solutions, 
enabling the algorithm to differentiate between more and less desirable outcomes. 
The fitness measure plays a pivotal role in guiding the evolutionary process, ensuring 
that selections made during the algorithm’s execution favor superior solutions. The 
algorithm’s effectiveness is also influenced by the size of the population, which the 
user typically specifies. A smaller population size might lead to premature conver-
gence and suboptimal results due to a lack of diversity. Conversely, overly large 
populations can result in increased computational demands without proportional 
gains in solution quality. The evolutionary process in GAs unfolds through several 
key steps, beginning with the generation of an initial population. This population, 
typically formed randomly, serves as the starting point for the evolutionary search. 
To enhance solution diversity and quality, the algorithm employs operations like 
crossing (or crossover) and mutation. The crossover operation mixes genes from 
parent chromosomes to produce offspring with potentially superior traits. This oper-
ation can be executed in various ways, such as one-point, two-point, or multiple-point 
crossover, each method differing in how parental genes are combined. 

Mutation, on the other hand, introduces random changes to individual solu-
tions, ensuring the algorithm explores a broader section of the search space and 
avoids premature convergence. This operation typically occurs with a set probability, 
altering one or more genes to generate a new chromosome. Selection is the process 
through which the next generation of solutions is chosen, based on their fitness. This
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operation biases the selection towards fitter solutions, thereby embodying the “sur-
vival of the fittest” principle within the algorithm. Methods like the roulette wheel 
approach are commonly used, allocating selection chances in proportion to fitness 
levels. Finally, the newly formed population, created through crossover, mutation, 
and selection, replaces the original population. This cycle repeats, with the algorithm 
iteratively refining its population of solutions towards optimality. Various replace-
ment techniques, including elitist, intelligent generation, and steady-state methods, 
are deployed to maintain or enhance the quality of solutions across generations. GAs 
have proved to be adequate algorithms to address complex real-world optimization 
problems (e.g., [16, 17]). 

11.3 Methodology 

The proposed methodology uses a systematic procedure to develop the hybrid model. 
It focuses on diagnosing the SC through the SCOR Model, both for individual 
processes and the entire chain. This involves assessing the existence, functionality, 
and interrelationships of the SCOR model elements. Subsequently, an optimization 
is performed through a GA, subject to specific constraints and objectives defined 
by the participating companies, that allows the methodology to provide recommen-
dations. The algorithm analyzes the relationships and evaluations of the elements 
provided by the SCOR model and identifies those with the most significant impact 
on improving SC operations, thereby establishing priorities for improvement. The 
key steps in this methodology are outlined below. 

To create a hybrid model that allows for qualitative diagnosis of the SC, comple-
menting deficiencies with quantitative information through the application of a GA, 
the following steps detailed as shown in Fig. 11.1 are taken.

We can divide the process into four stages. In the Preparation Stage all the 
information about the SCOR model and Diagnosis of the SC. 

The checklist based on the SCOR model is applied to the process or processes of 
interest where it is said that attributes (Good Practices, Indicators and Human Capital 
skills) exist and are evaluated according to their current functioning (0 = does not 
exist, 1 = exists, but works poorly…. 10 = exists and is in its best possible working 
order). 

Meanwhile, the mapping of the ideal relationship tree according to the SCOR 
model for processes of interest is elaborated. The preparation of the hierarchical 
relationship tree involves each of the main processes considered in the SC operation, 
including Plan, Source, Make, Deliver, Return, and Enable. The resulting relationship 
tree aims to reflect the ideal structure described by the SCOR model, encompassing all 
its elements perfectly. This product provides a comprehensive overview of operations 
and the complete influences of Processes, Subprocesses, Indicators, Good Practices, 
and Human Capital Skills. The purpose is to facilitate comparison with the individual 
relationship tree of each participating company based on their self-assessment data 
obtained through the existence and evaluation checklist of each element.
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Start 

1. Inform the company 
about the SCOR model, its 

fundamentals, and its 
application in supply chain 

management 

2. Conduct an interview with 
company representatives to 
understand their objectives, 

specific challenges, and areas 
of interest in supply chain 

management. 

3. Elaborate the SCOR model-
based checklist to evaluate 
attributes (Good Practices, 

Indicators, and Human Capital 
skills) for the processes of 

interest. 

7. Share the Google Forms 
checklist  allowing companies 

to self-assess their SC  
processes. 

4.Create the digital version of 
the checklist on Google 

Forms. 

8. Evaluate attributes based on 
their current functioning using 

a scale from 0 to 10. 

5. Prepare a hierarchical 
relationship tree for each main 

process based on the SCOR 
model and its elements. 

6.. Obtain the ideal 
relationship tree described by 
the SCOR model, representing 

perfect existence of all its 
elements. 

9. Translate the ideal 
relationship tree into a genetic 

algorithm (GA) structure. 

10.. Create a specific 
relationship tree for each 

company based on its self-
assessment through the 

checklist 

11.Utilize a multi-objective 
optimization algorithm based 

on a canonical genetic 
algorithm. 

13. Programing the establish 
objectives and restrictions 
based on the companies 
intereste at the interview 

12. The GA create a specific relationship tree for each company 
based on its self-assessment through the checklist  for each element 

of the SCOR model, ranging from “0” (does not exist) to “10” (exists 
and works excellently). 

14. Assign weights to each 
element based on how many 

times it is present in the 
process 

15. Execute the algorithm to 
obtain the results. 

16. Review that the list of 
improvement items meets the 

objectives and constraints. 
17. Present the results. 

18. Establish a improvement 
plan for the elements 

suggested for improvement 
that will have the greatest 
impact on the SC process 

performance. 

Finish 

Fig. 11.1 Methodology flow diagram of our hybrid model

Modeling the relationships and their weights involves translating the ideal rela-
tionship tree into the GA. This translation is based for example on the premise that 
node sP1 is the beginning of the process (root node) and serves as the parent of nodes 
sP1.1, sP1.2, and so forth, encompassing all nodes with a direct relationship beneath 
it. Conversely, sP1.1 is considered a child node of sP1 and a parent of nodes RL.3.37 
and RS.3.44, as illustrated in Fig. 11.2.

For more information on the code for reading the process trees of the companies 
by the GA, access to the following links is available:



11 Enhancing Supply Chain Management: A Hybrid Approach for Smart … 289

Fig. 11.2 Descriptive tree of 
the relationships for the 
Algorithm

• Planning process: https://drive.google.com/file/d/1ZatLL6kWcjqIXLzMqK-
ftnq_xohC_o0z/view?usp=drive_link 

• Make process: https://drive.google.com/file/d/1AsQTYIiQTP1fibHLwNWq 
YRVxG1Qb-xaH/view?usp=drive_link 

• Delivery process: https://drive.google.com/file/d/1wQVglYOTNgyrqoD4XgjI 
PyOPvr0tdiZK/view?usp=drive_link 

In the third stage, the hybridization of the model with the GA is applied. A 
specific relationship tree is generated for each company within the SC process. The 
algorithm constructs this tree based on the self-assessment information obtained 
through the checklist. For each element of the SCOR model, the company provides 
a self-evaluation ranging from “0” (non-existent) to “10” (fully operational). This 
data is recorded in a document titled "Assessment," from which the GA extracts 
information. The algorithm calculates the weight of each element according to its 
influence within the SCOR model. 

In the SCOR model, Indicators, Good Practices, and Human Capital Skills are 
repeatedly evaluated across various processes. It is imperative to recognize that 
certain elements exert a greater impact than others; therefore, any malfunctioning 
could detrimentally affect multiple elements, ultimately impeding performance. To 
address this, the algorithm systematically tallies the occurrences of each element 
within the specific relationship tree, thereby encompassing the entire SC. 

The implemented GA is a multi-objective optimization algorithm based on a 
canonical genetic algorithm. In this algorithm, each chromosome represents an 
integer value indicating the recommended improvement in a specific activity. Conse-
quently, each individual comprises a set of genes, where the number of genes corre-
sponds to the activities subject to the algorithm’s recommendations, as shown in 
Table 11.2.

https://drive.google.com/file/d/1ZatLL6kWcjqIXLzMqK-ftnq_xohC_o0z/view%3Fusp%3Ddrive_link
https://drive.google.com/file/d/1ZatLL6kWcjqIXLzMqK-ftnq_xohC_o0z/view%3Fusp%3Ddrive_link
https://drive.google.com/file/d/1AsQTYIiQTP1fibHLwNWqYRVxG1Qb-xaH/view%3Fusp%3Ddrive_link
https://drive.google.com/file/d/1AsQTYIiQTP1fibHLwNWqYRVxG1Qb-xaH/view%3Fusp%3Ddrive_link
https://drive.google.com/file/d/1wQVglYOTNgyrqoD4XgjIPyOPvr0tdiZK/view%3Fusp%3Ddrive_link
https://drive.google.com/file/d/1wQVglYOTNgyrqoD4XgjIPyOPvr0tdiZK/view%3Fusp%3Ddrive_link
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Table 11.2 Individual representing a solution to the problem 

v1 v2 … vn 

Table 11.3 n − 1 cut-off points 
1 2 n − 1 
v1 v2 . . . vn 

Where vi ∈ Z+ and vi ∈ [0, δi], with δi representing the maximum number of 
units that the algorithm can recommend to the ith activity. There are n − 1 crossover 
points, as depicted in Table 11.3. 

Algorithm 1 outlines the procedure, starting with the random creation of an initial 
population of L individuals, P0. Subsequently, for each generation, from the current 
population Pg the algorithm creates an offspring Hg, also comprising L individuals, 
using a combination of Selection, Crossover and Mutation operators. 

Selection of parents in each generation occurs through binary tournaments, with 
the winners of two independent tournaments undergoing single-point crossover, 
resulting in a descendant individual as indicated in Table 11.2. 

Mutation involves the random selection and modification of a gene. If gene i is 
selected for mutation, then the value of the ith gene is randomly generated to satisfy 
vi ∈ Z+ and vi ∈ [0, δi]. The probability of selecting and individual for mutation is 
1%. 

The subsequent step involves combining parents and offspring into a set from 
which the algorithm selects the individuals with the best fitness, evaluated based 
on the objectives. The top-fitness individuals within this set from the next parental 
generation, Pg+1. This procedure repeated for G generations. Subsequently, the algo-
rithm returns the individual that represents that represents the best solutions with 
the highest fitness values in the final population. To mitigate randomness in the 
procedure, we generate the best individual L times. To leverage these individuals, 
we employ them as a “seed population” for the algorithm’s last run. The individual 
generated in this final run is recommended as the best solution to the problem. 

The values of the parameters L (population size) and G (number of generations) 
must be determined by the decision maker based on the specific problem context. 

Algorithm 1. Genetic Algorithm proposed to solve the problem 

1 i ← 1 
2 for i ≤ L do  

3 g ← 0 
4 P_g ← create initial population () 
5 while g ≤ G do  

6 H_g ← createOffspring(P_g, selection, crossover, 
mutation)

(continued)



11 Enhancing Supply Chain Management: A Hybrid Approach for Smart … 291

(continued)

7 P_(g + 1) ← better fitness Individuals (P_g ∪ H_g) 

8 g ← g + 1 
9 end while 

10 ρ_i ← findBestIndividual (P_g) 
11 i ← i + 1 
12 end for 

13 g ← 0 
14 P_g ← {ρ_1,ρ_2,· · ·,ρ_L} 

15 while g ≤ G do  

16 H_g ← createOffspring(P_g, selection, crossover, 
mutation) 

17 P_(g + 1) ← findBestIndividual (P_g ∪ H_g) 

18 g ← g + 1 
19 end while 

20 ρ_final ← findBestIndividual (P_G) 

Input: L, population size; G, number of generations. 
Output: final, representing the population with the best fitness value. 
As part of the third stage, objectives and constraints are established based on the 

companies’ needs. 
Multi-objective optimization problems aim to maximize or minimize a set of 

variables to achieve a solution closest to optimal. During this stage, objectives are 
determined to guide the GA in its operations. These objectives, set by the research 
team, are flexible and can be tailored to suit the specific interests of the company 
implementing the model. 

To begin the analysis of the problem, three objectives are set: 

1. Maximize the total value of the evaluation process selected. This involves 
summing all evaluations (both given by the SCOR model and recommended 
by the GA) from elements in the specified tree. 

2. Minimize the total effort, quantified as the number of points that need improve-
ment across all activities; that is, the recommendations of the GA. 

3. Maximize the number of activities impacting the selected processes in the ideal 
SCOR model (opposed to the specific tree that the organizations is working on). 

Formally, these objectives are calculated as follows. 
Let Φ be the set of activities performed by the organization within the selected 

process (that is, Indicators, Best Practices, and Human Capital Skills according to the 
SCOR model); similarly, let Ω be the set of activities within the selected process but 
according to the ideal framework provided by the SCOR model; let no(φi) (respec-
tively, no(ωi)) be the number of times that activity φi ∈ Φ(resp., ωi ∈ Ω), i = 
1, · · ·  , n, appears in such a process; let evalscor(φi) be the score of the ith activity as
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evaluated by the SCOR model; and, as stated above, let x = {v1, · · ·  , vn} be a chro-
mosome of the GA, vi ∈ Z+ and vi ∈ [0, δi] be the units of score that the algorithm 
recommend for the ith activity to be improved, and δi represent the maximum number 
of units that the algorithm can recommend for that specific activity. Objective 1 is 
then formalized as follows: 

Maximize f1(x) = 
n∑

i=1 

{no(φi) · (evalscor(φi) + vi)} 

Similarly, Objective 2 is defined as follows: 

Minimize f2(x) = 
n∑

i=1 

vi 

And Objective 3 is: 

Maximize f3(x) = 
n∑

i=1 

{no(ωi) · vi} 

To achieve the objectives, constraints are incorporated into the GA to optimize 
its performance and identify the solution closest to the desired optimal outcome. 
This step can be adjusted based on each company’s interests during the application 
process, providing enhanced flexibility and acceptance in problem description and 
resolution. 

Initially, the following constraints are established for programming and initial 
model runs: 

1. The evaluations of all elements can have a maximum value of 10 
2. The number of iterations of the GA is 150,000 
3. Of the existing elements in the specific relationship tree, it is desired that in the 

solutions the performance of all of them is at least a value of 6. 
4. Only nodes that no longer have children can be solutions. This follows the logical 

thinking of the SCOR model that to impact a Level 1 indicator it is necessary to 
take actions on its direct descendant either Level 2 or Level 3. 

5. The number of elements proposed for improvement is 15. 

The restriction on the number of activities in which the GA should recommend 
improvements is not a strict constraint, but a weak one. That is, it will try to comply 
exactly with that amount, but if the GA considers that it is better to recommend 
improvements in more or fewer activities, it will do so. Then Constraint violations 
can be positive, if it recommends making improvements in more activities than those 
indicated by the user, or negative, if it recommends less. 

The fourth stage involves analyzing the results to ensure they meet the objectives 
and constraints. These results are presented to the companies along with a proposed 
improvement plan for discussion and implementation.
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11.4 Results and Discussion 

To demonstrate the application of the proposed methodology, three companies with 
different processes will be considered, that is, a metalworking company to analyze 
its planning process, a marble company to analyze the delivery process and a food 
company to analyze its production process. “sP” is designated as the root node of the 
metalworking company, “sD” is designated as the root node of the marble company 
and “sM” is the root node of the food company so that the algorithm recognizes them 
and the program is executed. 

The work equipment to develop the experiments is a LENOVO brand laptop 
equipped with an AMD Ryzen 7 5700U processor with Radeon graphics at 1.80 
GHz, with 16 GB of RAM installed. All this under the Windows 11 Home 64-bit 
operating system. 

For each of the processes, five runs of the GA were carried out, adhering to the 
parameters of the constraints to select the best solution. The GA provides outputs such 
as a list of elements to be improved and the recommended extent of recommended 
improvement. It also yields results for “Cost”, “Assessment”, and “Constraint viola-
tions”, as evidenced in Fig. 5.14. “Cost” represents the score units required to invest 
in each element for improvement. Meanwhile, the “Assessment” outcome evaluates 
the solution provided by the GA, and the “Constraint violations” result indicates 
suggestions exceeding (+) or falling short (−) of the constraints set by the GA. The 
solution showed here is based on the one offering the best Assessment among the 
five. 

The set of solutions for each process resulting from data processing by the Algo-
rithm is shown in Table 11.4, where sP corresponds to the Planning process, sD to 
the Delivery process, and sM to the Production process.

In the Planning process, the set of solutions provided entails 15 suggestions, 
whereas the GA deems 16 necessaries, resulting in a Constraint violation of 1. The 
cost of these solutions amounts to 51 with an assessment score of 4971. The process 
obtained a total evaluation of 1207 points (sum of the evaluations of its elements) out 
of 1780 possible (1840 of a perfect total) which represents a performance of 67.8% 
at the time of diagnosis, indicating its functioning prior to improvement efforts. The 
result of the algorithm projects that with this arrangement the overall evaluation of 
the process would amount to 1251, which means 72.3% of the process performance, 
which in percentage measurement is an improvement of 4.5%. 

In the case of the Delivery process out of the 15 suggestions, the GA also deems 
16 necessaries, resulting in a Constraint violation of 1. The cost of implementing 
these solutions would be 47 with an evaluation score of 3679. The starting pattern 
of the study begins with a total evaluation of 584 points out of 990 possible with 
the elements that exist in the marble company representing a performance of 58.9%. 
This performance is less than ideal in any business environment. The arrangement 
resulting from the analysis of the Algorithm makes the general evaluation of the 
process rise to 631, which means 61.86% of the performance of the process, which
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Table 11.4 Algorithm results for each process 

Arrangement information List of elements to improve 

Results of the GA for the planning process (sP) 

Cost = −51 
Assessment = 49,871 
Constrain violation = 1 

HS.0120 = 3 HS.0058:1 HS.0070:3 

HS.0139:1 BP.013:7 BP.159:8 

BP.118:1 BP.135:8 BP.035:4 

HS.0037:1 BP.090:3 BP.024:4 

BP.115:1 BP.026:2 

BP.887:1 BP.145:1 

Results of the GA for the production process (sM) 

Cost = −47 
Assessment = 3679 
Constrain violation = 1 

HS.0092:3 BP.012:1 RL.2.2:4 

RL.3.33:1 CO.3.14.4 RL.2.4:1 

RL.3.35:2 CO.3.15:3 BP.176:1 

RL.3.34:3 RS.3.117:6 HS.0075:5 

RL.3.41:5 HS.0069:1 

HS.0028:1 AM.3.45:6 

Results of the GA for the delivery process (sD) 

Cost = −44 
Assessment = 1678 
Constrain violation = 1 

HS.0058:3 AG.2.2:7 AG.2.2:7 

CO.3.14:1 CO.3.11:2 CO.3.11:2 

RL.1.1:1 CO.3.12:3 CO.3.12:3 

AM.3.17:2 AM.1.2:1 AM.1.2:1 

RL.3.36:4 RS.2.2:3 RS.2.2:3 

AM.3.19:4 BP.119:3 BP.119:3

in percentage measurement is an improvement of almost 3% that exceeds the previous 
operation of the process. 

Finally, the GA solution to the Production process out of the 15 suggestions 
targeted for resolution, the GA deems 16 necessaries, resulting in a Constraint viola-
tion of 1. These solutions come with a cost of 44 and an evaluation score of 1670. The 
result of the evaluation of the Production process has a score of 531 out of a possible 
860 if the existing elements were evaluated with the maximum score, indicating a 
performance of 61.74%. In this case, the arrangement proposed by the algorithm 
offers a percentage improvement of more than 5% in the operation of the process, 
taking the general evaluation to 575, which means 66.86% of the performance of the 
process. 

The group of elements on which it is proposed to take improvement actions 
for each case would be as follows (See Table 11.5). These proposed elements for 
improvement include Indicators, Best Practices, and Human Capital Skills.

For each of these Indicators, Human Capital Skills and Good Practices, a set of 
improvement measures is proposed, which is prepared through a meeting between 
the work team and the managers of each of the companies in question. The proposals
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Table 11.5 Elements proposed to be improved by the Algorithm 

Planning process 
metal-mechanical company 

Delivery process marble 
company 

Production process food 
company 

HS.0120 return plan 
aggregation 

RL.3.33 delivery item 
accuracy 

RL.1.1 perfect order fulfillment 

HS.0139 supplier relationship 
management (SRM) 

RL.3.35 delivery quantity 
accuracy 

RL.3.36 fill rate 

HS.0037 demand 
management 

RL.3.34 delivery location 
accuracy 

RL.3.58 performance 

HS.0058 inventory 
management 

RL.3.41 orders delivered 
damage-free 

RS.2.2 production cycle time 

HS.0070 logistics network 
modeling 

RL.2.2 on-time delivery 
customer commit date 

RS.3.21 current manufacturing 
order cycle time 

BP.118 transportation 
management outsourcing 

RL.2.4 perfect condition CO.3.11 direct material cost 

BP.115 transportation 
management system 

RS.3.117 route shipment cycle 
time 

CO.3.12 production-related 
indirect cost 

BP.087 ABC inventory 
classification 

CO.3.14 order management 
costs 

CO.3.14 order management 
costs 

BP.013 item rationalization CO.3.15 order delivery and/or 
installation costs 

AG.2.2 brand upscale 
adaptability 

BP.135 return authorization AM.3.45 supply inventory 
days 

AG.3.38 current brand volume 

BP.090 MRP-based sourcing 
proposal management days 

HS.0028 customer order 
management 

AM.3.19 packaging as % of 
total material 

BP.026 process improvement 
SOP 

HS.0092 pricing management AM.3.17 supply inventory 
days—WIP 

BP.145 supplier collaboration HS.0069 logistics management AM.1.2 supply chain fixed 
asset profitability 

BP.024 supply chain 
optimization (SCO) 

HS.0075 material handling 
equipment usage 

HS.0058 inventory 
management 

BP.159 electronic data 
interchange (EDI) 

BP.176 omnichannel BP.152 automatic data capture 
(ADC) 

BP.035 business rules review BP.012 batch tracking BP.119 dynamic bill of 
materials generation

are also based on a search for references in the scientific literature that have been 
successful in similar elements to guarantee an updated and effective strategy in the 
company that is not only based on the experience accumulated by those involved.
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11.5 Conclusions 

This research offers a novel approach to improve SC performance by combining 
qualitative diagnosis with quantitative optimization. By integrating the SCOR model 
with a GA, the proposed model provides a structured framework for identifying 
areas of improvement and optimizing SC processes. This proposal contributes to 
the field of SC management by addressing the need for more precise analysis and 
decision-making tools. It offers a comprehensive solution for companies looking 
to enhance their SC performance. This research sets a precedent for future studies 
in SC management, emphasizing the importance of integrating AI techniques and 
mathematical optimization into SC diagnosis and improvement processes. 

Three cases were considered to demonstrate and assess the capacities of the 
proposal. The findings show improvements in the performance of key SCM processes 
(Planning, Delivery, and Production) in around 5%. This demonstrates the efficacy 
of the hybrid model in optimizing decision-making within the considered processes, 
paving the way for more efficient and effective supply chain operations. 

It is very important to highlight that the parameters used in the methodology have 
not been optimized and the constraints considered during the search for best paths 
of recommendation are somewhat demanding for the algorithm. Therefore, further 
research should focus on refining the algorithmic parameters used in the proposal. 
Fine-tuning these parameters may lead to even more precise decision-making and 
performance optimization, ensuring the adaptability of the model across various SCM 
scenarios. Investigating the model’s ability to dynamically adapt to rapid changes in 
the market and external factors could also enhance its practical utility; implementing 
real-time data feeds and feedback loops would enable the SCM system to respond 
promptly to unforeseen challenges and opportunities. 
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Chapter 12 
Attribute Weighting Model for Breast 
Cancer Prediction with the Harmony 
Search Algorithm 

Clara Antonio-Hernández, Jesús D. Terán-Villanueva, José A. Castán-Rocha, 
Mirna P. Ponce-Flores, and Zurisadai Ponce-Flores 

Abstract Breast cancer is a disease that affects many women worldwide. Identifying 
risk factors is important for prevention and early treatment. Although models such 
as Gail, Tyrer-Cuzick, and BOADICEA can predict breast cancer risk at five to ten 
years based on risk factors, the Gail model has been shown to have poor accuracy. 
Moreover, accurately assessing the influence of risk factors remains a challenge. 
Hence, accurate models are needed for early detection. In this paper, we used the 
harmony search algorithm to assign weights to each risk factor value to produce 
an accurate predictive model. Our model achieved a 96% precision and an 81% 
accuracy, outperforming Gail’s results, which obtained a 67% precision and a 60% 
accuracy. Furthermore, the simplicity of our model makes it a valuable tool for both 
patients and medical professionals. 

Keywords Breast cancer · Risk factors · Attribute weighting · Harmony search 
algorithm 

12.1 Introduction 

Breast cancer is a highly significant disease, and early detection is crucial for effective 
treatment. Currently, there are awareness campaigns about the risk of developing 
breast cancer and the importance of leading a healthy lifestyle, as well as the timely 
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detection of the disease. Despite efforts to reduce breast cancer, the number of women 
dying from this cause in Mexico is increasing. According to the National Institute 
of Geography, the institute registered 7888, 7973, and 7880 in 2022, 2021, and 
2020, respectively [ 21– 23]. According to the World Health Organization, globally, 
2.3 million women were diagnosed with breast cancer, resulting in 685,000 deaths, 
making it the leading cause of death among women [ 37]. 

Screening tests, which are essential to identify cancer, are divided into two cate-
gories: invasive examinations (such as tissue removal or blood studies) and nonin-
vasive methods, such as self-examination (e.g., palpation of an area of the body or 
assessment of risk factors) [ 18]. An advantage of noninvasive testing is that it elimi-
nates the need to remove tissue from the skin for subsequent analysis, which reduces 
the risks of infections and minimizes patient discomfort. Additionally, these tests 
are less painful and more cost-effective compared to invasive procedures [ 30]. As 
noninvasive methods, probabilistic models like the Gail [ 12, 28], BOADICEA [ 32], 
and Tyrer-Cuzick [ 43] models play a crucial role in predicting breast cancer within 
five to ten years. Many countries, especially the United States, use such models reg-
ularly, which combine biological and reproductive history factors. Their particular 
difference is that BOADICEA and Tyrer-Cuzick use laboratory test results. 

Mammography is currently the most effective tool available to physicians for 
detecting cancer in healthy women, as it has demonstrated a significant reduction in 
fatalities from this disease in many cases [ 26]. However, undergoing repeated mam-
mograms can increase the risk due to continuous radiation exposure. If an initial 
mammogram shows no issues, follow-up mammograms can further raise this risk. 
Additionally, several factors can make it difficult to accurately detect tumors on mam-
mograms, often resulting in false positives, a concept used by medical professionals 
[ 11, 16]. 

Meta-heuristic algorithms are approximate methods designed to address complex 
combinatorial optimization problems where conventional heuristics demonstrate lim-
ited effectiveness and efficiency [36, 42]. In the scientific literature, various proposals 
for meta-heuristic algorithms can be identified. Meta-heuristic algorithms are con-
stantly being used and extended to solve currently challenging problems (e.g., [ 8, 38, 
44]). Among the meta-heuristic algorithms, we propose using the Harmony Search 
Algorithm (HSA) [ 1, 48] to weigh the elements of each breast cancer risk factor. 
The HSA is adaptable to various optimization problems without intensive param-
eter tuning [ 45]. It has proven effective in complex, nonlinear problems where the 
structure of the searching space can be difficult to understand. Additionally, it avoids 
complex calculations, making the processing significantly fast, and time becomes a 
distinguishing factor compared to other meta-heuristic algorithms. The HSA bases 
its functionality on the musical improvisation process [ 7]. The importance of impro-
vising harmony with parameters such as random selection, Harmony Memory Con-
sideration Rate (HMCR), and Pitch Adjustment Rate (PAR) allows us to effectively 
explore the search space [ 14]. 

Another crucial aspect of HSA is the objective value or function. The objective 
value also plays a crucial role in guiding the algorithm towards efficient solutions and 
is a vital component in any optimization algorithm, including HSA. This function



12 Attribute Weighting Model for Breast Cancer … 301

takes a candidate solution (harmony) as input and computes a numerical value that 
reflects the solution’s quality, referred to as fitness or the objective function value. 
Therefore, we proposed to use correlation as the objective value in HSA. Correlation 
is a widely used statistical measure that indicates the relationship or dependence 
between two variables [ 41, 47]. Correlation is used in various studies and disciplines 
for its ability to measure and quantify the relationship between two variables [ 19, 
24]. In this paper, we used it as the objective function in HSA, assessing the quality 
of a solution based on correlation. 

In the literature, we find papers addressing issues related to attribute weighting, 
breast cancer, and the Gail model. Doppala et al. [ 10], in 2023, proposed a hybrid 
feature selection methodology using a radial basis function genetic algorithm (GA-
RBF) to detect coronary diseases. They compared it with six models: Naive Bayes, 
Decision Tree, Logistic Regression, Support Vector Machine, Random Forest, and 
KNN. Their results showed an accuracy of 85.40% using 14 attributes. The accuracy 
increased to 94.20% using 9 features after feature selection, demonstrating superior 
performance compared to other models. 

Khozama et al. [ 27] in 2021 proposed a machine learning tool based on deci-
sion trees for early breast cancer. They used 280,660 records from Breast Cancer 
Surveillance Consortium (BCSC), a medical questionnaire, and international reports 
to identify crucial risk factors. They normalized and balanced the dataset and assigned 
weights to risk factors based on the Degree Of Importance (DOI). The results indicate 
that weighting significantly enhanced the model performance, achieving 95% accu-
racy on different balanced datasets. Finally, the authors suggested that this weighting 
strategy can be instrumental in improving breast cancer risk estimation. 

Saleh et al. [ 39] in 2021 proposed the Gail model to estimate 5-year breast cancer 
risk and evaluate new risk factors among Egyptian women. They used 7009 records 
from women in urban and rural areas of Egypt. They performed Chi-square tests 
to determine the association among characteristics and a binary logistic regression 
algorithm to examine correlations. The results revealed that 8.75% of the sample 
had an elevated risk of developing cancer. The authors suggest that the Gail model 
is useful in the Egyptian population, although it cannot accurately predict whether a 
woman will develop breast cancer. However, they believe it is valuable in selecting 
appropriate prevention strategies based on each individual’s level of risk. 

Nouira et al. [ 34] in 2020 examined various feature selection methods using the 
BCSC dataset. They utilized Chi-square, T-score, F-score, and Gini index as attribute 
selection techniques along with two classification algorithms: Random Forest and 
ANN. The authors emphasize that employing diverse feature selection techniques 
enhances data understanding, refines classifier models, and aids in pinpointing irrele-
vant variables. Additionally, they note that selecting the best feature subset improves 
performance in terms of speed, cost, and domain insights. In this paper, feature 
reduction in this study bolstered performance, increasing accuracy from 99.88% to 
99.90% for ANN and from 99.94% to 99.95% for Random Forest. Finally, they 
concluded that feature reduction did not have a negative impact but rather improved 
performance.
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Ali and Ahmed [ 3] in 2019 proposed a hybrid intelligent prediction methodol-
ogy for phishing websites using Deep Neural Networks (DNN) and Genetic Algo-
rithm (GA) as a feature weighting and selection method. They used the phishing 
website dataset from UCI. They performed experiments with and without feature 
selection and weighting. They compared their results without applying DNN feature 
weighting and selection with five machine learning techniques: Backpropagation 
Neural Network, Support Vector Machine, K-Nearest Neighbor, C4.5, and Naïve 
Bayesian, achieving better accuracy with 88.77%. By implementing feature selec-
tion and weighting the authors achieved 90.39% and 91.30% accuracy, respectively. 
Finally, they demonstrated that DNN with GA-based feature selection and weighting 
contributed to enhancing classification performance using fewer features. 

In this paper, we propose a new model using a Harmony Search algorithm to 
improve the precision in classifying breast cancer using risk factors. This study 
presents a simple and practical approach that differs from methods such as neural 
networks or random forests. Our proposal aims to be accessible to both medical 
professionals and patients; the patients are our priority, and we aim to provide a 
simple-to-use method useful to people who have not taken any laboratory test. It is 
important to note that the classification is according to the values proposed by the 
HSA weighting the elements of each attribute. The rest of the paper is organized as 
follows: Sect. 12.2 describes the dataset used, providing details on data preparation 
for this study. Section 12.3 describes the theoretical foundations of the Gail model 
and Pearson correlation. Section 12.4 presents a detailed description of the proposed 
methodology, including algorithm steps and features. Section 12.5 showcases the 
results obtained by the model. Section 12.6 provides a discussion of the results. 
Finally, Sect. 12.7 presents the conclusions and future work, summarizing the paper’s 
contributions and suggesting potential future research. 

12.2 Dataset Description and Preprocessing 

In this research, we are using a publicly available dataset from the Breast Cancer 
Surveillance Consortium (BCSC) http://bcsc-research.org/ from the United States 
that gives detailed information on breast cancer-related risk factors from the years 
2000 to 2009. The dataset comprises 1,144,564 records, including 11 risk factors 
and the labeled class Diagnosis, which indicates the presence (value of 1) or absence 
(value of 0) of breast cancer, as detailed in Table 12.1. 

12.2.1 Data Preparation 

Data preprocessing is an important step to ensure the quality and suitability of the 
information collected for our analytical purposes. This process involves cleaning, 
transforming, and reducing data in order to eliminate any incomplete, redundant, or 
incoherent information [ 17]. This process is detailed below.

http://bcsc-research.org/
http://bcsc-research.org/
http://bcsc-research.org/
http://bcsc-research.org/


12 Attribute Weighting Model for Breast Cancer … 303

Table 12.1 Breast cancer risk factors description 

No. Risk factor Description (values) 

1 Year 2000–2009 

2 Age group 5 years Group1 = 18–29; Group2 = 30–34; Group3 
= 35–39; Group4 = 40–44; Group5 = 
45–49; Group6 = 50–54; Group7 = 55–59; 
Group8 = 60–64; Group9 = 65–69; 
Group10 = 70–74; Group11 = 75–79; 
Group12 = 80–44; Group13 = more 85 

3 Race eth 1 = Non-hispanic white; 2 = Non-hispanic 
black; 3 = Asian/Pacific Islander; 4 = 
Native American; 5 = Hispanic; 6 = 
Other/Mixed; 9 = Unknown 

4 Family history (First degree) 0 = No; 1 = Yes; 9 = Unknown 

5 Age menarche 0 = Age more equal 14; 1 = Age 12–13; 2 = 
Age under 12; 9 = Unknown 

6 Age first birth 0 = Age under 20; 1 = Age 20–24; 2 = Age 
25–29; 3 = Age more 30; 4 = Nulliparous; 
9 = Unknown 

7 BIRADS breast density 1 = Almost entirely fat; 2 = Scattered 
fibroglandular densities; 3 = 
Heteregeneously dense; 4 = Extremely 
dense; 9 = Unknown or different 
measurement system 

8 Hormone treatment (Current) 0 = No; 1 = Yes; 9 = Unknown 

9 Menopaus 1 = Pre or peri menopausal; 2 = Post 
menopausal; 3 = Surgical menopause; 9 = 
Unknown 

10 BMI group 1 = 10–24.99; 2 = 25–29.99; 3 = 30–34.99; 
4 = 35 or more; 9 = Unknown 

11 Biopsy 0 = No; 1 = Yes; 9 = Unknown 

12 Diagnosis 0 = No; 1 = Yes; 9 = Unknown 

12.2.2 Data Cleaning and Ordinal Encoding 

Data cleaning consisted of removing all records with missing values. Specifically, it 
was decided not to perform data imputation to preserve the original dataset integrity 
and the method behavior. Due to the crucial nature of the information related to a 
deadly disease, we decided to preserve the integrity of the original data, avoiding any 
artificial modification or imputation. Fortunately, having sufficient test cases allowed 
us to eliminate the records. This decision is crucial, as correct classification plays a 
vital role, with consequences from life to death. Thus, we prioritize data integrity and 
reliability. We removed all missing data and some attributes that were not necessary 
for our analysis, leaving us with 153,821 cases out of 1,144,564.
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For categorical variables, we used ordinal encoding, which assigns numerical 
values to the categories to improve their applicability in the analysis and ensures 
a consistent scale across all variables to avoid influencing the results. We assigned 
numerical values to use as identifiers within the algorithm. It is important to note 
that these numerical values are not used directly in the classification process. This 
procedure is crucial for averting potential biases in the analysis arising from varia-
tions among variables, ensuring a fair and accurate comparison [ 6]. It is worth noting 
that the data set is unbalanced, with an approximate 14/86% of positive and negative 
cases, respectively. We artificially increased the number of positive cases by repli-
cating them six times, resulting in 132,042 positive and 131,814 negative records, 
giving a total of 263,856 records for our analysis. Our main objective is to focus on 
the positive cases that pose a health threat. Thus, we proposed a simple sum that is 
accessible to anyone without the need for specialized tests or the use of advanced arti-
ficial intelligence techniques, such as decision trees or other more complex methods, 
focusing on the probability of positive cases rather than the overall accuracy. 

12.3 Theoretical Foundations 

12.3.1 Gail Model Evaluation 

The Gail model is widely employed as a statistical tool for predicting the five-year 
risk of breast cancer. It relies on specific risk factors and provides valuable clinical 
and research information for guiding medical decisions and identifying women at risk 
of developing breast cancer. The model considers the patient’s age, family history, 
number of biopsies, atypical hyperplasia, race, menarche age, orientation age, and 
pregnancy age, as shown in Fig. 12.1. 

Fig. 12.1 Gail model
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Table 12.2 Description of risk factors and weighting of the Gail model 
Risk factors considered by the Gail model and their weighting 

# Age/Race non-hispanic black Weight # Num biops/Age orientation.> 50 Weight 

1 18–29 0.050 28 No biopsy 1.00 

2 30–34 0.120 29 1 biopsy 1.70 

3 35–39 0.224 30 . ≥ 2 biopsies 2.88 

4 40–44 0.310 Num biops/Age orientation. ≥ 50 Weight 

5 45–49 0.355 31 No biopsy 1.00 

6 50–54 0.416 32 1 biopsy 1.27 

7 55–59 0.511 33 . ≥ 2 biopsies 1.62 

8 60–64 0.562 Age pregnancy/Family history.> 20 Weight 

9 65–69 0.586 34 No family history 1.00 

10 70–74 0.646 35 1 family history 2.61 

11 75–79 0.713 36 . ≥ 2 family history 6.8 

12 80–84 0.659 Age pregnancy/Family history 20–24 Weight 

Age/Race non-hispanic white Weight 37 No family history 1.24 

13 18–29 0.049 38 1 family history 2.68 

14 30–34 0.134 39 . ≥ 2 family history 5.78 

15 35–39 0.278 Age pregnancy/Family history 25–29 Weight 

16 40–44 0.450 40 No family history 1.55 

17 45–49 0.584 41 1 family history 2.76 

18 50–54 0.703 42 . ≥ 2 family history 4.91 

19 55–59 0.859 Age pregnancy/Family history . ≥ 30 Weight 

20 60–64 1.018 43 No family history 1.93 

21 65–69 1.116 44 1 family history 2.83 

22 70–74 1.157 45 . ≥ 2 family history 4.17 

23 75–79 1.140 Hiper. atip Weight 

24 80–84 1.006 46 No biopsy 1.00 

Age menarche Weight 47 1 biopsy and no atypical hyperplasia 0.93 

25 Age. ≥ 14 1.00 48 No atypical hyperplasia was found 1.00 

26 Age 12–13 1.10 49 Atypical hyperplasia was found 1.82 

27 Age.> 12 1.21 

The model indicates an increased risk of developing breast cancer in the next five 
years if the score is 1.66 or higher. Table 12.2 shows the weights assigned to each 
value of the risk factors according to Gail’s model. The score is calculated as follows: 

.
Relative risk = AgeMenarche × NumBiopsAgeOrientation

× AgePregnancyFH × Hiper.atip.
(12.1) 

.FiveYearRisk = Relative risk × AgeRace (12.2)
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where: 

• AgeMenarche: The age of the first occurrence of menstruation. 
• NumBiopsAgeOrientation: Number of biopsies and first age at which you received 
breast screening information. 

• AgePregnancyFH: Age at first pregnancy and whether you have a family history 
(FH) of any family member with first-degree breast cancer. 

• Hyper.atyp: If the patient presents atypical hyperplasia. 
• AgeRace: The patient’s current age and race. 

We evaluated the predictive performance of the Gail model. The initial analysis 
revealed that this model has a precision of 67% and an accuracy of 60%. These 
results show the Gail model’s poor performance and the need to improve prediction 
precision. 

12.3.2 Pearson Correlation as Objective Value 

Pearson correlation, also known as the correlation coefficient, is a statistical measure 
that describes the relationship between two sets of data or variables [ 5]. In other 
words, it indicates if two variables move together or are related. The most commonly 
used statistical measure in the literature is Pearson’s correlation. The mathematical 
formula for Pearson’s correlation between two variables, X and Y, is: 

.r =
∑

(Xi − X̄)(Yi − Ȳ )
/∑

(Xi − X̄)2 · ∑
(Yi − Ȳ )2

(12.3) 

where: 

. Xi ,Yi are the individual values of the variables X and Y.

X̄ , Ȳ are the means of X and Y, respectively.

r is the Pearson estimation coefficient.

Pearson’s correlation produces an r value that varies between .− 1 and 1, where: 

• .r = 1 : Perfect positive correlation. 
• .r = −1 : Perfect negative correlation. 
• .r = 0 : No linear correlation.
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12.4 Harmony Search Algorithm to Produce New 
Weightings 

The Harmony Search algorithm was first introduced by Geem [ 15] in 2001. It is 
a meta-heuristic optimization algorithm inspired by musical process improvisation, 
where musicians gradually adjust their notes to achieve a pleasing composition called 
harmony. Harmony Search uses a set of promising candidate solutions from the Har-
mony Memory (HM), to create new solutions. If a new solution performs better than 
the worst in HM, it must replace it. In the next sections, we will explain how to evalu-
ate harmony and describe the Harmony Search Heuristic in detail. In contrast to other 
meta-heuristic algorithms, this algorithm does not perform complex mathematical 
computations, allowing fast processing. Additionally, it is adaptable to discrete and 
continuous problems. As mentioned above, we propose a new weighting model using 
a Harmony Search algorithm to achieve higher precision in predicting breast cancer 
using risk factors. Figure 12.2 shows the steps of the method. 

Algorithm 1 presents the pseudocode of harmony search. We define the algorithm 
parameters in line 1. The algorithm begins by creating an initial collection of solutions 
called harmonies. Each harmony represents a 1-dimensional vector containing the 
values for optimization. The HM is a matrix that stores the best-found harmonies. 

We define a memory size of eleven harmonies, where each harmony stores initial 
random values, and one of these is used to replace the worst-quality harmony. The 
weights of the value associated with each risk factor are produced randomly from 
0 to 20, differing from Gail’s model, which relies on decimal numbers. Overall, we 
considered 39 weights, one for each value of the risk factors. 

The HMCR denotes the probability of selecting an individual from the popula-
tion, set at 0.7, falling within the typical range proposed in the literature, 0.7–0.95. 
The PAR determines the probability of modifying a selected individual by slightly 

Fig. 12.2 Proposed method
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Algorithm 1 Harmony Search Algorithm (HSA) 
1: Input: Pitchnum, Pitchbounds, HMemorysize, HMCR, PAR, Improvisationmax 
2: Out: Harmonybest 
3: Harmonies ← InitializeHarmonyMemory(Pitchnum, Pitchbounds, HMemorysize); 
4: EvaluateHarmonies(Harmonies); 
5: for i to Improvisationmax do 
6: Harmony ← ∅  
7: for all Pitchi ∈ Pitchnum do 
8: if Rand() ≤ HMCR then 
9: Xnew, j = Xk, j 
10: else 
11: Xnew, j = (Max − Min) · rand(0, 1) + Min 
12: end if 
13: if Rand() ≤ PAR then 
14: Xnew, j = (Max − Min) · rand(−1, 1) · 0.3 + x 
15: end if 
16: end for 
17: if f(Harmonyi ) ≤ f(Worst(Harmonies)) then 
18: Worst(Harmonies) ← Harmonyi ; 
19: end if 
20: end for 
21: return Best(Harmonies); 

adjusting its values, established at 0.3, within the commonly used range of 0.1–0.5. 
Finally, we set the stopping criterion based on the number of required improvisations. 

The HSA uses an objective value to assess and continually improve the solutions 
generated throughout the search process, aiming to converge towards the best possible 
solution for the given problem. We used Pearson’s correlation as the objective value to 
measure the relationship between the Calculated Risk Value (CRV) and the current 
class. It does not matter if the values differ; the important part is that high CRV 
corresponds to a 1 (positive case), while low CRVs should be associated with a 0 
(negative case). Thus the correlation seems useful for associating high and low CRVs 
with positive and negative cases, respectively. 

12.4.1 Harmony Improvisation 

In the improvisation process, the initial step is to find the worst solution among HM. 
We generate a new harmony vector .Xnew = [Xnew,1, Xnew,2, . . . , Xnew,d ] rewriting 
that worst solution. Table 12.3 shows items for each attribute representing harmony; 
e.g., age ranges from 18–29 to 80–84 years, while age at menarche is less than 
12 years, 12–13, and greater than or equal to 14. Calculating the objective value 
is essential for each harmony, and we calculate it using the correlation. Once all 
harmonies have been generated, we will evaluate their performance to identify the 
one with the lowest objective value. This will replaced by the next harmony generated 
by the algorithm.
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Table 12.3 Harmony memory 
Age Age menarche ... Biopsy 

18–29 ... 80–84 . >12 12 a 13 . ≥ 14 ... No Yes Objective 
value 

Harmony 1 1 ... 8 10 6 7 ... 2 9 0.2392 

Harmony 2 14 ... 2 6 9 4 ... 3 5 0.0444 

Harmony 3 9 ... 13 12 5 5 ... 0 19 0.6681 

... ... ... ... ... ... ... ... ... ... ... 

... ... ... ... ... ... ... ... ... ... ... 

... ... ... ... ... ... ... ... ... ... ... 

Harmony 
N 

8 ... 2 1 3 6 ... 13 2 0.5304 

Algorithm 1 of lines 8–15 improvise .Xnew according to the parameters HMCR 
and PAR. The HMCR determines the probability of using a stored pitch in HM 
or producing .Xnew randomly. Algorithm 1 in lines 8–12 iterates over . Xnew, j∀ j ∈
Pitch until completing the new harmony. We yield a random number with a uniform 
distribution between [0,1]. Where .Xnew, j is a new harmony for the elements of each 
decision variable, .Max and.Min is a value maximum or minimum of pitch between 
0–20 of the risk factors elements. 

PAR decides to seek a neighboring value, helping to avoid being trapped in local 
optima. PAR controls the frequency of adjusting selected pitches from the HM; 
smaller values of PAR indicate fewer adjustments, while larger values support more 
pitch adjustments. We yield a random number with a uniform distribution in [. − 1, 1] 
shown inAlgorithm  1 in lines 13–15. Where.Xnew, j is a new harmony for the elements 
of each decision variable, .Max and.Min is a value maximum or minimum between 
0–20, and . x is a value within the max-min range. We evaluate the newly created 
harmonies using the objective value, where in each iteration, we choose whether or 
not to modify the worst harmony in HM. 

12.4.2 Solution Interpretation 

In Sect. 12.4.1, we discussed the improvisation of HSA and the selection of the 
least favorable harmony. In this section, we will approach the interpretation of the 
obtained solutions. Table 12.4 shows detailed information for each pitch, showing 
for the variable age twelve elements, two for race, three for age at menarche, and 
thus for each attribute. In total, there are 39 pitches for weighting. 

Table 12.5 shows the solution with the weights assigned by HSA to each risk factor 
element. The values assigned in the Weight column indicate the relative importance 
of the elements in each risk factor, providing a general idea of the relevant elements 
within the data set.
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Table 12.5 Solutions representation 

Pitch Elements of each attribute Weight 

Pitch 1 Age 18–29 8 

Pitch 2 Age 30–34 8 

Pitch 3 Age 35–39 8 

Pitch 4 Age 40–44 9 

Pitch 5 Age 45–49 10 

... ... ... 

... ... ... 

... ... ... 

Picth 38 Bioph No 0 

Pitch 39 Bioph Yes 19 

Fig. 12.3 Example to understand the HSA weighting procedure and evaluation 

Once the algorithm has proposed a set of weights, we apply them to our data 
set. Figure 12.3 illustrates an example case of an individual with specific features, 
showing the corresponding values for each pitch, see Table 12.5. After assigning 
values to each element of the attribute, we sum her specific weights (specific pitches) 
in the CRV structure. For this example, the sum is 106. The process is performed for 
all cases in the dataset using the same procedure. Finally, we calculate the correlation 
between the column Diagnosis and CRV. Where the Diagnosis column is the actual 
classification as a binary category. A significant positive correlation suggests that as 
the CRV increases, the probability of having cancer, according to the actual diagnosis, 
also increases. Conversely, a significant negative correlation indicates the opposite. 
We aim to achieve a high correlation between breast cancer classification and the 
derived values from CVR. To achieve this, the heuristic algorithm will adjust the 
weights of the risk factor values to improve their correlation with the dataset class.
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12.4.3 Update and Stopping Criteria 

The update process is crucial, as it involves the selection of the least suitable har-
mony in HM during each iteration. When creating a new harmony, we evaluate its 
performance based on the corresponding value of the objective value. The algorithm 
returns the best harmony stored in HM. This selection, improvisation, and updating 
process is iterated until the algorithm reaches ten thousand consecutive iterations 
without improvement. It is necessary to mention that when an iteration starts with 
the worst correlation, it is unlikely to outperform the best one. Therefore, if the worst 
correlation is no longer the worst, we consider it an improvement, and we restart the 
counter of iterations without improvement. 

12.5 Experimental Results 

For the experimentation, we used an Intel (R) Core(TM) i5 processor laptop with M 
540 CPU @ 2.53 GHz, 6GB RAM, 64-bit, Windows 10, and 120 GB SSD. We used 
Python 3.9.13 as a programming language and Pycharm for implementation. In this 
study, we evaluated the prediction model performance for detecting breast cancer 
by analyzing a confusion matrix. Table 12.6 shows the structure of our confusion 
matrix. 

Where: 

• TP: Positive class predicted as positive. 
• TN: Negative class predicted as negative. 
• FN: Positive class predicted as negative. 
• FP: Negative class predicted as positive. 

We used five widely-used [ 29, 31, 40] performance metrics from the literature 
to evaluate the model performance: accuracy, precision, sensitivity or also known as 
recall, specificity, and F1 Score, as presented in Eqs. (12.4)–(12.8). 

.Accuracy = T P + T N

T P + T N + FP + FN
(12.4) 

Table 12.6 Confusion matrix 

Predicted 

Positive Negative 

Positive TP FP 

Actual Negative FN TN
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Fig. 12.4 Violin diagram representing negative and positive diagnosis 

.Precision = T P

T P + FP
(12.5) 

.Sensitivity = T P

T P + FN
(12.6) 

.Specificity = T N

T N + FP
(12.7) 

.F1 Score = 2 ·
(

Precision · Sensitivity
Precision + Sensitivity

)

(12.8) 

The objective of this paper is to improve the classification rate compared with the 
Gail model. Therefore, we calculated the CRV average of the positive and negative 
cases to identify the threshold value that should separate positive from negative cases. 
We obtained a CRV average for all the cases and computationally tested values above 
and below the CRV average to find the best threshold. In Table 12.7, we show the 
accuracy and precision for the 101, 102, and 103 thresholds, where a threshold of 
102 implies that CRVs above 102 will be classified as a positive case while below or 
equal to 102 the case will be classified as negative. 

Additionally, Fig. 12.4 shows the distribution of positive and negative diagnoses. 
The positives show uniformly high numbers, clearly clustered above 102, while 
negatives fall into two groups; however, as we focused on the positive cases, the 
CRV distribution seems promising. 

Table 12.7 presents the name of each metric in column one, while columns two to 
five display the corresponding percentages for each metric for both the Gail model and
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Table 12.7 Comparative table of the Gail model and the proposed model with different thresholds 
and their respective evaluation metrics 

Gail model Proposed model 
101 

Proposed model 
102 

Proposed model 
103 

Metrics % % % % 

Accuracy (%) 60 80 81 81 

Precision (%) 67 97 96 95 

Sensitivity (%) 58 73 74 74 

Specificity (%) 61 95 94 93 

F1 score (%) 62 83 83 83 

our proposed model with thresholds of 102. However, the threshold of 102 shows high 
sensitivity, thus achieving the objective of increasing the detection of positive cases 
and reducing the incidence of false positives in breast cancer diagnosis. Therefore, 
we select the threshold of 102. 

Our model, with a threshold of 102, shows a significant improvement by obtaining 
a precision of 96% versus 67% for the Gail model. Here, it demonstrates that our 
proposal identifies positive cases with 29% higher precision. Additionally, our model 
shows an accuracy of 81%, surpassing the 60% of the Gail model, indicating that 
it improved in predicting both positive and negative cases. Boasting a sensitivity of 
74% compared to the Gail model’s 58%, our model effectively distinguishes between 
positive and negative cases. With a specificity of 94% versus 61% for Gail’s model, 
our model effectively outperforms Gail’s ability to identify negative cases. Finally, 
our model achieves an F1 score of 83%, suggesting a balanced identification of 
positive and negative cases compared to Gail’s model of 62%. Table 12.8 shows 39 
values for each element of each risk factor, representing the final weighting assigned 
by the harmony search algorithm. 

Tables 12.9 and 12.10 show the classification results comparing Gail’s model 
with our proposed model versus the real classifications. The sample for the real 
classifications comprises 132,042 cases diagnosed with breast cancer and 131,814 
cases without cancer. The results show that our proposed model increased the number 
of true positive (TP) cases by approximately 29% compared to Gail, and the number 
of true negative (TN) cases improved by 13% over Gail. 

Additionally, we applied the Wilcoxon test [ 2, 13], which showed that our pro-
posed model effectively distinguishes between positive and negative cases. Highly 
significant differences were observed in positive and negative cases with (p. <0.000). 
Hence, our proposal is advisable for predicting breast cancer.
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Table 12.8 Description and the final weighting of each attribute 

# Age Weight # Age first birth Weight 

1 18–29 8 22 Age 25–29 10 

2 30–34 8 23 Age. ≥30 9 

3 35–39 8 24 Nuliparous 10 

4 40–44 9 BIRADS 

5 45–49 10 25 Almost entirely fat 8 

6 50–54 11 26 Scattered fibroglandular densities 10 

7 55–59 13 27 Heterogeneously dense 10 

8 60–64 14 28 Extremely dense 6 

9 65–69 14 Hormone treatment 

10 70–74 14 29 No 12 

11 75–79 15 30 Yes 4 

12 80–84 15 Menopaus 

Race 31 Pre-menopausal 14 

13 Non-hispanic white 9 32 Post-menopausal 15 

14 Non-hispanic black 5 33 Surgical menopause 13 

Family History BMI 

15 No 8 34 10–24.99 12 

16 Yes 7 35 25–29.99 11 

Age menarche 36 30–34.99 10 

17 Age. ≥14 5 37 35 or more 10 

18 Age 12–13 6 Biopsy 

19 Age.> 12 6 38 No 0 

Age first birth 39 Yes 19 

20 Age.> 20 9 

21 Age 20–24 10 

Table 12.9 Gail model confusion matrix 

Gail model 

Predicted 

Positive Negative 

Positive 87,996 44,046 

Actual Negative 62,516 69,298
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Table 12.10 Proposed model confusion matrix 

Proposed model 102 

Predicted 

Positive Negative 

Positive 126,642 5400 

Actual Negative 45,571 86,243 

12.6 Discussion 

The method proposed aim is to increase the detection of positive cases and reduce the 
incidence of false positives in breast cancer diagnosis. Detection of positive cases 
allows earlier diagnosis and appropriate disease care. Additionally, reducing the 
incidence of false positives can minimize unnecessary anxiety and stress for patients 
and optimize health system resources by avoiding unnecessary tests and procedures. 
Experiments showed that weighting each element of attributes with the harmony 
search algorithm significantly improves the model classification. 

Additionally, Table 12.8 provides some information regarding the proposed 
weights of the Harmony search algorithm. It is important to highlight that the larger 
the weight value, the higher the risk of breast cancer; i.e., we established the thresh-
old of 102, where a CVR higher than 102 will be classified as a positive case, while 
lower values than 102 will be classified as a negative case. 

Here, we can see that as age increases, the cancer risk also increases according 
to the proposed weights. According to [ 35], there is a lower risk in the group of 
women less than 39 years old due to protection factors like pregnancy and breast-
feeding. However, the aging process is related to the deterioration of proteins and 
DNA in cells, which triggers oxidative stress and genomic instability accumulation. 
Oxidative stress happens when free radicals and reactive oxygen species damage 
biomolecules like lipids, proteins, and DNA. This damage disrupts their function 
and causes membrane permeability disorders, leading to cancer. These findings align 
with the proposed weights for this risk factor [ 20]. 

In breast cancer, several genes predispose to its development, with the most well-
known and high-risk ones being BRCA1 and BRCA2 [ 46]. Additionally, there is a 
theory that mutations associated with medium and low risk occur in African American 
individuals for genes such as TOX3, APOBEC3, ATM, and NBN, among others, 
which might explain the low weights proposed by the HS algorithm on non-hispanic 
black women in comparison with non-Hispanic white women [ 4]. 

Regarding family history, the results show a one-point weight difference between 
individuals with and without a family history of cancer, proposing less risk to those 
without a family history; this contrasts with other case studies. We believe that 
individuals with a family history of cancer carry out more self-examination and 
diagnostic studies, which might introduce bias into previous studies. Another reason 
for these results might be an increase in breast cancer due to other factors not related
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to genetics [ 4]; therefore, there would be a lower proportion of women with breast 
cancer who have a relative with the same condition than women with breast cancer 
without a relative with breast cancer. 

As age at menarche decreases, the risk of breast cancer increases due to greater 
exposure to estrogens and increased hormone availability in the mammary gland 
tissue. This exposure to estrogens is directly related to an increased risk of breast 
cancer, which concurs with the weights proposed by the algorithm in this study. 
Regarding age at first birth, similar to previous weights, there is only a one-point 
difference among different age ranges. Women who gave birth at a younger age 
(below 20 years) or an age equal to or greater than 30 years are favored with the lower 
weight of 9. The theory suggests that protection through estrogen receptors begins 
ten years after the first pregnancy [ 20]. Considering this, we could argue that women 
who had their first pregnancy at or after 30 years of age would have protection up to 
40 years or beyond, which, depending on the age-related risks, could contribute to 
the observed value of 9 by protecting women in those risky ranges of ages. However, 
we do not find an evident reason to explain the benefits of the group of women with 
their first pregnancy before the age of 20 compared to the other age groups. It could 
be an interesting analysis for future work. 

Regarding BI-RADS breast density, it is shown that extremely high breast den-
sity provides a lower risk, followed by the category where breast density is almost 
entirely fat. Scattered fibroglandular and heterogeneously dense classifications con-
tain significant glandular and fibrous connective tissues with less fatty tissue [ 25]. 
These dense breasts have a higher predisposition to estrogen receptors, which can 
contribute to cancer development; these findings concur with the proposed algorithm 
weightings. However, extremely dense breasts are more challenging to identify can-
cer, potentially leading to inadequate detection; that category also processes a sub-
stantial proportion of glandular and connective tissue [ 33]. For this last category, the 
algorithm proposes a lower weight than for the two previous categories, associating 
a lower risk of breast cancer; this result might be due to little data, about 10% of 
the population. There is also the possibility of other subjacent explanations yet to be 
found by scientists. 

Regarding Hormone Treatment (HT), prolonged use of oral contraceptives (more 
than five years) may lead to an increased risk of breast cancer because estrogen and 
progesterone have a stimulating effect on proliferative mammary cells [ 9]. The only 
method that has not shown an increased risk of breast cancer is vaginal estrogen. 
However, individuals undergoing HT may have already undergone a prior study and 
consider their cancer risk to be low enough to use it; therefore, this might associate 
the use of HT with a low risk of breast cancer for our study. 

Regarding menopause, specifically in pre-menopause, two key hormones are the 
luteinizing hormone (LH) and the follicle-stimulating hormone (FSH). These hor-
mones play a crucial role in regulating ovarian function before menopause. During 
the transition to menopause, estrogen levels decrease while FSH and LH increase 
[ 25]. This hormonal imbalance can lead to alterations in menstrual cycles, includ-
ing reduced frequency, irregularity, and changes in bleeding duration. Essentially, 
as ovulation becomes less efficient due to hormonal deficiency, menstrual cycles
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become less predictable; therefore, other estrogen receptors, like in breasts, might 
be affected by some free estrogen. Furthermore, in post-menopause, the ovaries are 
no longer functional; therefore, estrogen levels, which should now be lower than 
before menopause, are no longer captured by the ovaries. Instead, they remain free 
and are taken explicitly by the mammary tissue due to their glandular and tissular 
structure [ 25]. Additionally, women who undergo Surgical Menopause through ovary 
removal (oophorectomy) or uterus removal (hysterectomy) experience menopause 
differently. On the one hand, oophorectomy poses a more abrupt menopause without 
the gradual transition. On the other hand, hysterectomy does not technically imply 
menopause until the ovaries cease functioning, even if ovulation has already stopped. 
Some studies suggest that women who had a hysterectomy and subsequently used 
conjugated equine estrogen had a decreased incidence and mortality rate of breast 
cancer [ 25]. Additionally, undergoing a hysterectomy before menopause is associated 
with a lower risk of invasive breast cancer in younger women. Therefore, regarding 
menopause, the proposed weights reflect the knowledge in the literature. 

Regarding the body mass index (BMI), and according to the literature, having 
a larger size and weight, BMI .≥ 25 kg/m. 

2, is associated with an 82% increased 
risk of developing breast cancer in postmenopausal women. Obesity is linked to a 
higher risk of inflammatory breast cancer in premenopausal women. A significant 
weight gain is related to up to 28% more risk. For every 5 kg gained, there is a 23% 
increase in risk-especially in women who gained weight between the ages of 18 and 
the year before a positive breast cancer diagnosis [ 20]. Obesity is a significant risk 
factor because adipose tissue aids in the uptake of the enzyme aromatase, which is a 
crucial step in estrogen biosynthesis. Nonetheless, this behavior is not present in the 
proposed weights for this risk factor; on the contrary, there is a slight tendency for 
lower BMI values to have higher weight values, while higher BMI is associated with 
lower weight values. These weights might be related to the BI-RADS classification, 
where breasts that are mostly fat have a lower risk of developing breast cancer. On 
the other hand, other factors are still unknown to scientists, and further research 
could be helpful. Finally, if a patient performed a biopsy, it is most likely because a 
specialist found an anomaly in a mammogram and ordered a biopsy. Therefore, this 
represents an increase in the risk of breast cancer, which was correctly weighted by 
the HS algorithm. 

According to this study, the weighting obtained using the HSA, as shown in 
Table 12.8, and the simple summation method to produce the CRV simplify a patient’s 
consultation to determine her probability of developing breast cancer. For example, 
if a patient has the factors shown in Fig. 12.5, the sum of the values of the elements of 
each attribute will yield a result less than or greater than 102. In the example provided, 
the total is 87, i.e., less than 102, suggesting a low probability of developing breast 
cancer. Based on the result obtained, you can get help to take preventive measures. 
Additionally, specifically for BIRADS, if the patient does not know her BIRADS 
classification, she can use both the lowest and highest proposed weights, 6–10, and 
ponder the obtained results. 

The results show the efficiency of the meta-heuristic approach adopted in this 
study. The reduction of false positives and the improvement of performance met-
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Fig. 12.5 This example case shows the simplicity of using the proposed model 

rics demonstrate the ability of the model to distinguish between positive and neg-
ative cases more accurately. The results confirm the importance of assigning better 
weights to risk factors to improve performance. When comparing the Gail model 
in breast cancer prediction, it is possible to observe some limitations of classical 
models, demonstrating the importance of using advanced optimization techniques to 
obtain better weightings to evaluate breast cancer risk. Future research can apply this 
method to other meta-heuristic algorithms in various clinical contexts and consider 
the integration of multiple predictive models. 

12.7 Conclusion and Future Work 

In this paper, we present a model based on the HSA designed to determine the optimal 
weights for each value of the risk factors in a breast cancer dataset, aiming to improve 
disease prediction. This model offers a practical and easy-to-use alternative with 
a high patient-friendly emphasis, characterized by not requiring decimal numbers 
nor complicated calculous. Additionally, this study emphasizes the importance of 
achieving a high number of true positives while minimizing false positives. A high 
number of false positives could delay necessary treatment, putting patients’ lives at 
risk. On the other hand, while false negatives are also concerning, they typically lead 
to further evaluation by an oncologist or additional medical tests; although not ideal, 
these scenarios do not pose an immediate risk to patients’ lives. 

As the results show, appropriate weighting of the elements associated with each 
risk factor presents an innovative and promising approach to improve accuracy. The 
results also show that the algorithm stands out for its ability to adapt, explore, and 
identify harmonies among different elements. The main contribution of this paper 
consists of finding new weights for each of the different elements of the risk factors 
using a simple approximation with integers, which facilitates the use of the model and 
improves the previous proposal using heuristic optimization techniques. As future 
work, we recommend adding demographic and clinical characteristics, performing
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comprehensive comparisons with other metaheuristic optimization methods, and 
carrying out a variety of adjustments to the algorithm’s parameters. Finally, it would 
be ideal to conduct clinical validation studies incorporating more diverse patient data 
to assess the performance of our proposal. 
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Solidary Family Business, Intellectual 
Property and Sustainability in Rural 
Producers in Mexico: A Hybrid 
SEM-PLS and Fuzzy Approach 

Miguel Reyna-Castillo , Alejandro Santiago , Xóchitl Barrios-del-Angel , 
and Daniel Bucio-Gutierrez 

Abstract Studies show that the actions of economies with a collaborative approach 
contribute to agricultural production enterprises adhering to the call for sustainable 
development with a triple bottom line. The sustainable call implies caring for the 
environment and the community but also developing the resources and capabilities 
that allow them a sustainable competitive advantage in the market. The World Intel-
lectual Property Organization (WIPO) has considered that a more effective system 
of protection of intangibles will encourage investment in intellectual property devel-
opment as a critical driver of economic well-being. This research aims to analyze 
the predictive capacity of the features of the solidarity economy and the culture of 
intellectual property on sustainability in rural family businesses in the agricultural 
sector in Mexico. The methodology was empirical-mathematical, based on a hybrid 
approach of structural equations and fuzzy evolutionary logic based on a survey of 
88 rural family businesses. The results show that rural family businesses with sol-
idarity economy traits tend to achieve sustainable development in their practices. 
Theoretical and managerial implications are presented. 
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13.1 Introduction 

Contemporary environmental and social compliance challenges have sparked sig-
nificant interest in cooperative collaboration and intellectual property rights. These 
factors are crucial to open pathways toward a circular economy [ 1] and facilitate 
routes to Sustainable Development [ 2]. In this sense, the rural family business stands 
out from other organizations because it is a crucial nucleus for sustainability as it is 
considered with characteristic respect and love for nature where the capacity of its 
work is efficiently used [ 3] (Ministry of Agriculture, Livestock, Rural Development, 
Fisheries, and Food [SAGARPA] 2012). Its location generates the rural character 
since they are towns generally far from urbanity, and in these contexts, agricultural 
activity is seen as a preponderant activity [ 4, 5]. 

The family business is one of the most essential structures in Mexico because 
most organizations are created under this form of business [ 6]. The family business 
lives in a knowledge-based society [ 7] that has given way to the new economy, in 
which powerful forces such as global competition have developed [ 8]. The family 
business has the challenge of recognizing and taking advantage of its resources, both 
tangible and intangible, which lies in the aptitudes, skills, and talents of its human 
resources, partners, and other stakeholders, developing intellectual property, which 
will allow negotiation, anticipation, adaptation, proactivity, and flexibility [ 9]. 

For family businesses, the era of globalization has generated a more competi-
tive environment in which the development of companies is based on knowledge. 
This intangible resource creates capital of transcendence, such as human and social 
capital, among others, so management models are now directed towards intangible 
resources and sustainable development [ 10]. In the case of rural family businesses, 
they are distinguished by having intangible human and social resources that generate 
knowledge, experience, and intensity in solidarity collaboration, which allows cre-
ative learning that generates a socio-emotional wealth that creates a strong cohesion 
with stakeholders [ 11, 12]. 

Management based on the social solidarity economy has experienced accelerated 
growth in the last decade. Characterized by cooperation and mutual aid, it is recog-
nized as a crucial element for sustainable and competitive development in the global 
era. This is especially relevant when considering the fundamental role of intellectual 
intangibles [ 13– 15]. Today, knowledge-based societies demand the effective manage-
ment of tangible and intangible resources, focusing on human resources’ aptitudes, 
skills, and talents. In this context, intellectual property becomes a strategic asset 
for organizations’ anticipation, adaptation, and flexibility. This perspective acquires 
significant value for rural family businesses, which possess intangible human and 
social resources [ 16– 18].
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Intense collaboration and creative to learning generate deep knowledge and unique 
expertise. These intangibles and the socio-emotional richness that drives cohesion 
with stakeholders position rural family businesses as critical agents for sustainable 
development [ 15]. Their ability to manage benefits equitably, contribute to ongoing 
member training, and promote the social and solidarity economy further strength-
ens their role in building sustainable communities in a competitive global environ-
ment [ 19]. Specifically, the number of companies that have opted for the Social 
Economy paradigm has been growing in the Latin American region. 

However, it has been slowly consolidated [ 20]. Recently, in Mexico, there have 
been significant efforts to strengthen a Social Solidarity Economy perspective aligned 
with the Sustainable Development Goals, such as those carried out with the genera-
tion of the Nodes for the Promotion of the Social and Solidarity Economy (NODESS) 
by the Mexican Federal Government [ 19]. The NODESS is the strategy that aims to 
help the Promotion of the Social Economy by generating the integration of a network 
of territorial alliances made up of at least three different actors: academic institu-
tions, local governments, and Organizations of the Social Sector of the Economy 
(OSSE). The NODESS aims to develop social and solidarity economy ecosystems 
in their territories, through which territorial solutions to collective needs are pro-
posed, designed, and implemented [ 21]. 

The literature has also shown the epistemological challenge in addressing the dif-
fuse nature of the variables of the collaborative economy, intangibles, and sustain-
ability within companies [ 22]. For example, Negash et al. [ 23], using a fuzzy Delphi 
method, analyzed the driving role of collaboration and innovation in values on the 
economic sustainability of suppliers. Kayikci et al. [ 24] explored the role of integra-
tion and collaboration between partners in promoting an innovative and sustainable 
circular economy in an automotive eco-cluster using the DEMATEL fuzzy method. 

Other researchers used the fuzzy hierarchical technique, such as Shete et al. [ 25], 
who, from a Pythagorean AHP analysis, found that stakeholder collaboration and 
engagement, I+D, as well as linkage with university and government, are essen-
tial critical enablers to achieve sustainability in Indian manufacturing industries. In 
Vietnam, Tran et al. [ 26], also through an AHP analysis, found in their hierarchical 
analysis that collaboration between companies has a significant weight in the sus-
tainable transport management of shipping companies. In the context of the rural 
social economy in agri-food cooperatives, Mozas-Moral et al. [ 27] and Antonio Par-
rilla González and Ortega Alonso [ 28], who used the methodological technique of 
Qualitative Comparative Analysis of Fuzzy Sets (fsQCA), showed how aspects of 
sustainability are favored by cooperative integration in Spain. 

In response to the complexity of social phenomena and their mathematical and 
non-parametric dichotomy, some research has innovated by exploring state-of-the-art 
hybrid techniques using a mixed approach of Structural Equation Modeling (SEM) 
and fuzzy mathematics. Muñoz-Pascual et al. [ 29], using an SEM hybridization and 
a Comparative Fuzzy Ensemble Analysis fsQCA, explored the predictive relation-
ship between knowledge management and sustainability-oriented performance in 
Human Resources in Portugal. In China, using the same mix of Structural Equation 
Modeling (SEM) using Partial Least Squares (PLS) and fsQCA approach, Wang et
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al. [ 30] showed the mediating role of intellectual capital in predicting the perfor-
mance of sustainability-oriented innovation. On the other hand, in the context of the 
Collaborative Economy, [ 31] showed with a hybrid SEM-fsQCA technique the pre-
dictive power of the cooperative culture on sustainability performance in innovation 
governance. 

Barney’s [ 32] Resource-Based Vision (RBV) theory offers a solid conceptual 
framework for understanding how intangible intellectual property and the culture of 
solidarity in the context of rural family firms can influence sustainable business per-
formance. According to Barney, RBV suggests companies can achieve competitive 
advantages by effectively leveraging their internal resources and capabilities. In this 
case, knowledge management, as it is based on the identification and exploitation of 
intangible assets such as solidarity cooperation, can constitute a crucial source of sus-
tainable performance in rural family businesses in the agricultural sector [ 26, 31, 33]. 

Within the context above, this research aims to analyze the predictive capacity 
of the features of the solidarity economy and the culture of intellectual property on 
sustainability in rural family businesses in Mexico’s agricultural sector. In order to 
provide clarity to social variables, typically diffuse, this work uses a hybrid technique 
that has rarely been used until now. We explore a hybrid empirical-mathematical 
methodology based on a non-parametric SEM-PLS approach and a Fuzzy Inference 
System (FIS) based on a Genetic Algorithm (GA). The data were collected from a sur-
vey of 88 rural family businesses. The following sections present the methodological 
processes, results, conclusions, and social implications. 

13.2 Methodology 

This study is based on the epistemology proposed by Wacker [ 34], which advocates 
the complementarity and necessity of different methodologies to address the different 
dimensions of a phenomenon under study. The research uses three main approaches: 
empirical, statistical-sampling, and mathematical analytical. 

The hybrid methodology combining SEM-PLS and Genetic Algorithms offers a 
powerful analytical tool that captures the complexity and uncertainty present in social 
phenomena such as sustainability in rural family businesses. This methodological 
combination is beneficial for several reasons: (i) First, SEM is widely recognized 
for its ability to model complex relationships between latent and observable vari-
ables, allowing the underlying structure of data to be explored and the validity of 
a theoretical model to be assessed without limiting itself to parametric issues such 
as data normality [ 35]. (ii) On the other hand, fuzzy logic is especially useful for 
handling inaccuracy and vagueness in data, which is common in social and economic 
contexts [ 36]. 

Combining these two techniques, our hybrid methodology leverages the best of 
both approaches [ 37, 38]. SEM allows us to establish causal relationships between 
variables and evaluate the relative importance of each by standardizing anomalous 
data. At the same time, fuzzy logic helps us manage uncertainty and capture the com-
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plexity inherent in social interactions. In the context of our research on sustainability 
in rural family firms, this hybrid methodology provides a more detailed comparison 
of these two methodological techniques. While the SEM-PLS allows us to identify 
causal relationships between the solidarity economy, intellectual property, and sus-
tainability, fuzzy logic helps us better understand these concepts’ vague and fuzzy 
nature in the specific context of rural family businesses. This allows us to perform 
more sophisticated analyses and draw more robust conclusions about these critical 
social phenomena. 

13.2.1 Data Collection and Instrument 

A cross-sectional approach was adopted, collecting data at a specific time to ana-
lyze the relationships proposed in the theoretical model. The sample consisted of 
88 surveys aimed at multi-branch rural family businesses in the southern area of 
Tamaulipas. This choice was justified considering the relevance of family businesses 
in rural areas and their essential contribution to the regional economy. The Likert-
type questionnaires (0–4) were collected in person, thus guaranteeing the response of 
the interested party. The instrument was constructed through a literature review and a 
Delphi methodological approach in which representatives of rural family businesses 
participated. 

A measurement instrument was developed with 38 items divided into three dimen-
sions: Traits of a supportive family business [ 6, 10, 14, 21], Intellectual Property [ 39– 
41], Sustainable Development [ 33, 40, 42]. Initial individual and construct reliability 
and validity tests were performed to ensure the robustness of the instrument, using 
statistical analyses such as Cronbach’s alpha, rhoA, composite reliability, and conver-
gent and discriminant validity. Barrios Del Angel et al. [ 33] validated these measures 
in the Latin context, whose construct measures had a satisfactory Cronbach’s alpha 
between 0.822 and 0.892. 

13.2.2 SEM-PLS/FIS-GA Hybrid Technology 

This work implemented a rarely used hybrid combination of two robust techniques 
focused on prediction: Partial Least Squares Structural Equation Modeling (SEM-
PLS) and a Fuzzy Inference System (FIS) optimized by a genetic algorithm (GA). 
Although this hybrid approach is relatively uncommon, it is valuable and supportive, 
especially in handling the complexity of non-parametric, fuzzy, and hard-to-delineate 
empirical data, as is often the case with the social aspects of sustainability. Previous 
research has supported this hybrid approach [ 37, 38], highlighting its effectiveness 
in dealing with the complexity inherent in social data in the context of sustainability. 
This hybrid approach offers the ability to effectively handle often challenging data
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in terms of its non-parametric and fuzzy nature, thus offering a valuable contribution 
to the field of study. 

The non-parametric statistical technique was performed with the SmartPLS 
v. 4.1.0.0 program [ 43] and was based on Structural Equation Modeling (SEM) 
using Partial Least Squares (PLS). SEM-PLS is helpful for social science mod-
eling that aims to explore multiple relationships with a non-parametric predictive 
approach [ 35]. The condition to consider a PLS-SEM measurement model valid 
must take into account six criteria: (1) The reliability of the indicators (.λ .≥ 0.400), 
(2) The internal consistency of the construct (Cronbachs alpha/ CR .≥ 0.700), (3) 
The reliability of the construct (rhoA .≥ 0.708), (4) The convergent validity of the 
construct (rhoA. ≥ 0.500), (5) The discriminant validity between constructs (HTMT 
. β>0.900); a structural model with a predictive capacity relevant to the social sciences 
would also require (6) an explained variance of R2. β>0.100 and (7) with standardized 
path coefficients of . β> [  35, 44]. 

For the mathematical parametric approach, we implemented a fuzzy inference 
system from Mamdani [ 36] to predict Sustainable Development with our available 
database. The linguistic granularity is low, medium, and high, and the triangular 
shapes of the sets are fuzzy, which were also used in the Latin context by Reyna-
Castillo et al. [ 37]. The idea is to discover a knowledge base that minimizes the 
error between the FIS’s clear output and the training example’s numerical values. 
After analyzing the relevant characteristics, we took the inputs related to the Solidary 
Family Business and the attributes of the Culture of Intellectual Property and, as a 
dependent (consequential) value, Sustainable Development in family businesses in 
the Mexican agricultural sector. 

The values of inputs and outputs are normalized .∈ [0, 1]. The ruleset is an AND 
ruleset with two inputs. The number of repeating combinations equals. kn , where. k is 
the number of entries and. n is the number of granularity levels. The above calculation 
provides 9 DNA rules to be discovered by a genetic algorithm. The dataset was 
divided into training and validation sets at a respective percentage of 60 and 40%. 

13.2.3 Research Design 

In the methodology of this work, six stages were carried out: (i) A database obtained 
through a survey applied in the second half of 2023 to rural family entrepreneurs 
in the Mexican agricultural sector who operate under a Social Solidarity Economy 
model was processed and curated. (ii) According to the literature, the collected data 
were unified and validated, transforming them into first-order constructs by apply-
ing a Partial Least Squares Structural Equation Modeling (PLS-SEM) method using 
SmartPLS v. 4.1.0.0. (iii) The size and non-parametric significance of the structural 
measurement model was evaluated by obtaining the effects of the relationships. (iv) 
The latent values of the variables were obtained, and integers were used to represent 
the nominal values. (v) From the values of latent variables, a genetic algorithm (GA) 
was used to refine the fuzzy results of the Fuzzy Inference System (FIS), eliminat-
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Fig. 13.1 Measures and constructs used in the study. Elaborated by the authors 

ing the need for specialized knowledge. To assess the FIS of diffuse evolutionary 
attributes, sustainable development is predicted. (vi) Finally, the error of the exit FIS 
was assessed. 

13.3 Results 

13.3.1 Validation of the Measurement Model 

Using the statistical program SmartPLS v. 4.1.0.0 [43], the values of the measurement 
model were obtained where external loads with the expected values .λ . ≥ 0.400 were 
obtained. As shown in Fig. 13.1, all the external loads of the items are favorable. As 
for the power of the predictive capacity, it was also relevant, on the one hand, with 
an explained variance of .R2 0.487, exceeding the required threshold of .R2>0.100 
and with path standardized coefficients of 0.366 and 0.383, according to the required 
parameter of . β>0.200 [ 35]. 

As for the quality criteria of the constructs of the measurement model, as shown 
in Table 13.1, the internal consistency of the construct ranges from a Cronbachs 
alpha of = 0.807–0.898 to a CR between 0.868 and 0.917, satisfactory values of 
Cronbachs Alpha/CR .≥ 0.700. On the other hand, the reliability of the constructs 
presented values rhoA between 0.818 and 0.901. Likewise, the convergent validity 
of the construct (rhoA .≥ 0.500). Finally, discriminant validity between constructs 
met heterotrait-monotrait test (HTMT) criteria >0.900 [ 45].
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Table 13.1 Individual reliability and construct validity 

H TM T 

Construct Cronbachs Alpha CR rhoA AVE 1 2 3 

1. Traits solidarity 
family business 

0.898 0.917 0.901 0.550 – – – 

2. Intellectual 
property culture 

0.857 0.889 0.864 0.504 0.838 – – 

3. Sustainability 0.807 0.868 0.818 0.571 0.745 0.765 – 

Elaborated by the authors 

Table 13.2 Latent score by observation (SEM-PLS Algorithm) 

Observation 1. Traits solidarity 
family business 

2. Intellectual property 
culture 

3. Sustainability 

1 0.534 1.466 0.408 

2 1.096 1.097 .− 0.29 

3 1.096 0.852 1.249 

4 0.044 .− 1.235 .− 1.24 

5 0.508 0.971 1.249 

6 0.856 0.618 0.783 

7 0.763 1.466 1.249 

8 0.811 1.466 .− 0.335 

9 .− 3.581 .− 2.845 .− 1.869 

10 .− 1.383 .− 1.766 0.388 

11 .− 1.624 .− 1.046 .− 1.563 

12 .− 0.642 .− 1.492 .− 0.91 

13 0.83 0.222 .− 0.031 

14 0.616 1.111 1.249 

15 0.472 .− 0.368 .− 0.226 

16 1.096 1.466 0.24 

17 .− 0.132 0.187 0.783 

18 .− 0.299 .− 0.25 .− 0.657 

19 .− 2.024 .− 1.45 0.388 

20 .− 0.492 .− 0.087 0.51 

(...) 88 0.657 0.377 0.993 

Elaborated by the authors 

The SEM-PLS Algorithm allows, in its first stage, the extraction of standardized 
information from the data by generating latent scores [ 46]. Table 13.2 represents the 
latent scores obtained for each of the 88 observations. 

Following the research of Reyna-Castillo et al. [ 37], who explored the usefulness 
of the latent variables generated by the SEM-PLS Algorithm as a preliminary step
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Table 13.3 The 9 rules of the fuzzy knowledge base 

Rules 1. Traits solidarity 
family business 

2. Intellectual property 
culture 

3. Sustainability 

1 LOW LOW MID 

2 LOW MID LOW 

3 LOW HIGH HIGH 

4 MID LOW HIGH 

5 MID MID MID 

6 MID HIGH MID 

7 HIGH LOW LOW 

8 HIGH MID HIGH 

9 HIGH HIGH HIGH 

Fitness: 0.31553716772037016 
Elaborated by the authors 

to the use of fuzzy genetic algorithms, the estimated latent values were taken for the 
next phase of the rules for FIS calculation. 

13.3.2 The Fuzzy Inference System 

It is essential to remember that Genetic Algorithms (GA) are stochastic, so the fuzzy 
inference system (FIS) performance is intended to be determined. Since FIS is deter-
ministic, we can calculate the exact value of the relative error produced by the best 
fuzzy knowledge base in the training phase against the test data with the antecedent 
and consequential data. The best fuzzy rules found by the AG are listed in Table 13.3. 
Using the rules in Table 13.3, we calculated an absolute error of 12.97, equivalent to 
about 13 misclassified examples out of 81, with a classification accuracy of 68.44%. 

However, this absolute error could be the sum of slight differences between values, 
and for some decision-makers, these differences would be negligible. Therefore, the 
predictive power in Sustainable Development is close to 70%, based on aspects 
related to solidarity characteristics and the culture of intellectual property in rural 
family businesses. Our proposed FIS is a powerful tool for decision-makers and 
policy-makers in organizations. 

13.4 Discussion 

The question implicit in the objective of this research was: Is there a predictive 
capacity of the features of the solidarity economy and the culture of intellectual 
property on Sustainability in rural family businesses in the agricultural sector in
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Mexico? To answer this question, we used a methodology based on a hybrid predictive 
approach that combined Partial Least Squares Structural Equation Modeling (SEM-
PLS) and a Fuzzy Inference System (FIS) of genetic algorithms (GA). Initially, the 
results of our measurement model, based on the SEM-PLS Algorithm, allowed us 
to validate and curate our measurements and allowed us to approach the predictive 
potential of the relationships explored, as well as to obtain latent variables with viable 
standardized values for predictive verification based on the FIS-GA technique. 

In general, regarding the predictive approach based on SEM-PLS, the results show 
a relevant predictive potential of the model with an explained variance of.R2 >= 0.487. 
This result implies that, within the sample analyzed, the indicators of the variables 
of Aspects of the Solidarity Family Business and the Culture of Intellectual Property 
explain Sustainability by almost 50%, with standardized coefficients path . β= 0.366 
and 0.383. On the other hand, when determining the FIS-GA performance and cal-
culating the exact value of the relative error produced by the best fuzzy knowledge 
base, a classification accuracy of 68.44% was obtained. These results mathematically 
confirm the non-parametric predictive estimates obtained, allowing us to affirm that 
the collaborative features of rural family enterprises and their orientation to the par-
ticipation of intellectual property rights have predictive power on their sustainable 
performance of triple social, environmental, and economic results. 

From the theoretical perspective of the Resource-Based Vision (RBV) [ 32], our 
results imply that, as a whole and within the representative cases of the sample, the 
values of solidarity collaboration, the characteristics of rural family firms, as well as 
the culture of intellectual property rights are valuable resources that predict sustained 
performance in the agricultural sector. This theoretical support was consistent with 
the previous work of Barrios-DelÁngel et al. [ 33], where the theoretical hypothesis 
of the VBR confirmed the predictive relationship between intangible assets and sus-
tainable development in rural family firms. It is also linked to the theoretical support 
of Sun et al. [ 31] who, under the Resource-Based theory, evidenced how Collabo-
ration between companies is recognized as a valuable resource for the sustainable 
management of maritime transport in shipping companies in Vietnam. Regarding 
the specific results, the correlations obtained using the SEM-PLS Algorithm show 
item-based relationships with the dependent variable of Sustainability. 

Figure 13.2 shows the correlation weights of the aspects of the variable “Traits of 
a solidary family business.” The item most correlated with Sustainability was “1.4. 
Close relationship between stakeholders” (p = 0.591). The results are consistent with 
the work of Shete et al. [ 25] in manufacturing companies in India and with Tran et 
al. [ 26] in shipping companies in Vietnam. They found that “The collaboration and 
commitment of a diverse group of stakeholders (such as suppliers, local people, 
customers, environmental specialists, NGOs)” is one of the most critical enablers 
for achieving sustainable nailing. Figure 13.2 also shows that the second item of 
the variable “Traits of a solidary family business” with the highest correlation with 
Sustainability was “1.9. The community is of vital importance to the activities” (p = 
0.511). The results are consistent with Sun et al. [ 31], who highlighted cooperative 
culture as a fundamental factor for sustainable development performance in innova-
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Fig. 13.2 PLS correlations: traits of supportive family business versus sustainability elaborated by 
the authors 

Fig. 13.3 PLS correlations: intellectual property culture versus sustainability. Elaborated by the 
authors 

tion governance. On the other hand, Mozas-Moral et al. [ 27] found that the intensity 
of cooperative integration favors the degree of sustainable innovation. 

On the other hand, regarding the specific results of the correlations of the depen-
dent variable of Sustainability, Fig. 13.3 shows the correlation weights of the aspects
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of the variable “Culture of intellectual property.” The item most correlated with Sus-
tainability was “2.5. We recognize the benefits of intangible assets” (p = 0.524), 
and the second item with the highest correlation weight was “2.4. We seek to detect 
intangible assets” (p = 0.521). Within the studies analyzed, the role of intangibles 
was linked to the performance of triple-bottom Sustainability within companies [ 23, 
26]. Business innovation was the backbone of the Sustainable Development Goals 
(SDGs). However, it has been shown that the intensity of its performance also depends 
on intangible values, such as the driving role of collaboration and innovation in values 
within the organization [ 29]. 

13.5 Conclusions 

Our study focused on analyzing the predictive capacity of the characteristics of 
the solidarity economy and the culture of intellectual property on sustainability in 
rural family businesses in the agricultural sector in Mexico. We use an empirical-
mathematical methodology, combining a hybrid approach of structural equations and 
fuzzy evolutionary logic from a survey of 88 rural family firms. The results reveal 
the model’s predictive capacity with a relevant explained variance. This implies that 
the characteristics of the solidarity economy and the culture of intellectual property 
explain a significant percentage of the sustainability of rural family businesses in the 
agricultural sector in Mexico. In addition, standardized route coefficients indicate a 
considerable influence of these variables on sustainability. 

From the theoretical perspective of the Resource-Based Vision (RBV), our results 
support the idea that collaborative solidarity and a focus on intellectual property 
are valuable resources that predict sustained performance in the agricultural sector. 
These findings align with previous research highlighting the importance of these 
aspects in promoting business sustainability. In addition, a hybrid technique that 
combines partial structural equations and fuzzy evolutionary logic demonstrates its 
compatibility, relevance, and usefulness in analyzing complex phenomena such as 
sustainability in rural family firms. This approach makes capturing the complexity 
and uncertainty inherent in this context possible, thus offering a more complete and 
accurate view of the relationships between the variables studied. 

In conclusion, our research underscores the predictive capacity of the characteris-
tics of the solidarity economy and the culture of intellectual property on sustainability 
in the representative cases of rural family businesses in the agricultural sector in Mex-
ico. This has significant implications for policymakers and supportive communities 
embarking on social enterprises, as they are urged to consider these characteristics as 
valuable resources for their long-term development, community collaboration, and 
stakeholder engagement. Rural family businesses in the agricultural sector in Mexico 
must not only sustain their business operations but also engage in continuous reflec-
tion to harness the intangible assets that enable them to sustain and differentiate 
themselves. Ensuring compliance with their intellectual property rights is a crucial 
aspect of long-term care for rural family businesses.
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13.6 Limitations 

It is important to acknowledge the limitations of our study. Firstly, the sample was 
confined to 88 rural family firms in a specific region of Mexico, which may limit 
the generalization of our results to other geographical areas or industrial sectors. 
Secondly, the cross-sectional nature of our research design precludes us from estab-
lishing causal relationships between the variables studied. Lastly, while we employ a 
combination of robust methodologies, such as partial structural equations and genetic 
algorithms, other techniques could potentially offer more comprehensive insights into 
the relationship between solidarity economy, intellectual property, and sustainability 
in rural family businesses. 

Acknowledgements Funding is gratefully acknowledged to CONAHCYT under the Postdoctoral 
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Chapter 14 
Learning Analytics in Reading 
Comprehension 
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Abstract Emerging technologies enable the acquisition of substantial volumes of 
data produced through user engagement with Internet-connected learning platforms. 
Hence, it is feasible to analyze and convert such data into valuable insights to maxi-
mize the effectiveness of any instruction, be it for children, adolescents, or adults. 
Using Learning Analytics in this context enables the derivation of conclusions from 
the data, the identification of new variables that may assist an academic institution in 
responding more effectively to the various situations that students encounter, and the 
formulation of decisions based on the information analysis. By leveraging Learning 
Analytics, numerous benefits can be realized, including but not limited to obtaining 
vital student data, generating predictions, reducing attrition, increasing revenue, and 
enhancing course offerings. This chapter of the book explores the utilization of 
Learning Analytics in the context of reading comprehension to quantify various 
learning-related behaviors. The primary graphs utilized in Learning Analytics are 
delineated, accompanied by a case study on reading comprehension. 
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14.1 Introduction 

Education is a fundamental right for every human being that enables a person to 
participate fully in society. The right to quality education throughout life ensures 
that a person is socially and economically integrated. However, UNESCO data show 
that 244 million children and youth worldwide are out of school for social, economic, 
or cultural reasons, and an estimated 771 million youth and adults lack basic literacy 
skills, two-thirds of whom are women [1]. 

Writing, reading, reading comprehension, and reading competency are essen-
tial skills that all educational systems strive for and are used in every context that 
individuals encounter. Children and young individuals face reading difficulties due 
to inadequate reading skills and limited comprehension and information-processing 
abilities. These challenges negatively affect their academic performance, the acquisi-
tion of meaningful knowledge, and overall school achievements. In the 2018 Program 
for International Student Assessment (PISA) results, which reflect the pre-pandemic 
examination procedure, all Latin American nations scored below average in the PISA 
Reading Comprehension test. The lowest average score recorded was 487 points [2]. 
Based on the above, lacking skills prevents a person from participating effectively 
and productively in a modern, cosmopolitan society. 

Although AI is currently present in many social contexts, it has grown, developed, 
and implemented several utilities in the educational sector to provide solutions to 
the education system. Technologies such as Big Data, Learning Analytics, machine 
learning algorithms, deep learning, computer vision, natural language processing, 
and neural networks are integrated within the educational context. Specifically, 
learning analytics generates a large volume of information that contributes to iden-
tifying findings within the existing information data and new variables that rethink 
pedagogical strategies to face situations particular to the teaching–learning process. 
Learning Analytics is an area of research that uses computational data analysis 
from the learning process to understand and improve learning. Learning Analytics 
uses data about students and their activities in various contexts to help understand 
and improve educational management processes and, crucially, to improve students’ 
learning. 

Learning Analytics tools enable the collection, analysis, and dissemination of data 
generated in virtual environments, including information such as exam results (both 
correct and incorrect answers), frequency of content access, time spent on specific 
pages, and utilization of supplementary video materials, among other variables. The 
obtained data undergoes analysis and transformation into information, which aids 
in identifying both collective and individual behaviors, thus enhancing the teaching 
process. The primary goal is to establish a database that aids management in assessing 
performance and making choices about all educational activities conducted. 

In recent times, there has been a growing inclination among students toward online 
education and the use of electronic devices such as computers, tablets, and smart-
phones. This trend creates a “digital footprint,” which may be automatically examined 
and merged with information on their history, previous academic achievements, or
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job goals. Learning Analytics may be used to evaluate information and customize 
educational material, activities, or procedures to provide a more customized and 
improved learning experience for the student. This approach can potentially be more 
advantageous for students than the conventional educational strategy widely adopted 
in higher education. 

Moreover, educational institutions may get advantages from using Learning 
Analytics, including (1) identifying students who are in danger of discontinuing their 
studies, (2) providing course recommendations tailored to individual students, and 
(3) facilitating personalized learning experiences. This chapter of the book provides 
a comprehensive examination of data analytics in the education sector, with a specific 
emphasis on a case study that investigates the reading comprehension of university 
students. This case study aims to demonstrate the advantages and benefits of using 
data analytics in decision-making processes within higher education. 

The structure of this chapter is as follows: Sect. 14.2 provides a comprehensive 
overview of relevant research; Sect. 14.3 outlines the primary graphs used in Learning 
Analytics; Sect. 14.4 describes the APIs for Learning Analytics; Sect. 14.5 includes 
a case study on the reading comprehension abilities of university students; and lastly, 
Sect. 14.6 delivers the findings. 

14.2 Related Works 

This section provides a comprehensive survey of the existing literature on Learning 
Analytics. The articles were categorized into four distinct aspects: (1) Learning 
Analytics is a research field that uses computational data analysis in the learning 
process to improve and optimize learning environments [3]; (2) Social Learning 
Analytics is a subset of Learning Analytics that focuses on understanding how social 
and cultural factors contribute to students’ knowledge gain [4]; (3) Mobile Learning 
Analytics provides insights and alternatives to enhance students’ mobile learning 
experiences, particularly outside the classroom [5]; (4) Big Data and Learning 
Analytics focuses on collecting and analyzing a large amount of information from 
various sources such as online interactions, user logs, and social networks [6]. 

14.2.1 Learning Analytics 

One of the primary goals of Learning Analytics (LA) is to provide students and 
instructors with feedback on their acquired knowledge, optimize teaching and 
learning behavior, and foster the growth of expertise in the field to gain a deeper 
understanding of education. Leitner and Ebner [7] examined the design and develop-
ment of a dashboard for LA in Higher Education. The dashboard analysis delineated 
three primary objectives: (1) to satisfy the requirements of various stakeholders; (2) 
to optimize the potential for integration and transferability to alternative contexts;
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and (3) to ensure universal accessibility through open-source development. A sepa-
rate investigation by Jivet et al. [8] employed a mixed-methods research approach to 
create Learning Analytics Dashboards (LAD). This methodology entailed an initial 
qualitative pre-study and a comprehensive quantitative study involving 247 university 
students. The methodology was implemented with a self-regulated learning approach, 
various immediate learning feedback strategies, and the student’s objectives to 
accommodate college students’ varying abilities and requirements. 

The examination and assessment of literature about LA research in the educa-
tional setting involves five primary steps, as outlined by Campbell et al. [9]. These 
steps encompass capture, report, predict, act, and refine. Institutional-level decisions 
are pivotal in determining key performance indicators for student success, forming 
the foundation for operational reports used in decision-making processes. Practical 
data analysis in LA is crucial for achieving objectives. In a systematic review by 
Nunn et al. [10], various methods were identified, including visual data analysis, 
social network analysis, and semantic and educational data mining. These methods 
involve prediction, clustering, relationship mining, discovery with models, and data 
separation for human judgment when analyzing data. 

Mattingly et al. [11] analyzed the role of learning and academic analytics in 
distance education, focusing on undergraduate and graduate programs. Their objec-
tive was to explore the various variables within academic analytics, aiming to predict 
student success by examining the nature of students’ learning experiences and the 
support provided by academic programs and institutions. The study delved into eval-
uating the effectiveness of current student support mechanisms, identifying improve-
ment areas, and offering educators insights. Furthermore, the researchers discussed 
leveraging this data to develop new metrics and facilitate a continuous improvement 
cycle. 

Conversely, El-Alfy et al. [12] introduced a typology associated with educational 
domains, categorizing dispersed endeavors that examine the advantages and obstacles 
of Learning Analytics in areas such as management, teaching and learning processes, 
and related research. Through their literature review on learning analytics, the authors 
discovered that 50% of the research comprises empirical studies, 30% consists of 
conceptual studies, and only 20% constitutes systematic literature reviews. Despite 
their significance in the educational context, this distribution highlights a restrained 
focus on systematic literature reviews. 

In the ongoing examination of LA within higher education, Leitner et al. [13] 
employed mixed methods to identify information sources, utilizing libraries such 
as the Learning Analytics and Knowledge (LAK) conference, SpringerLink, and the 
Web of Science (WOS) databases. The analysis yielded insights into (1) diverse tech-
niques employed in studies and projects related to Learning Analytics, (2) emerging 
trends in various projects, and (3) discussions addressing the limitations, future direc-
tions, and challenges of these studies. Similarly, Wong [14] conducted a compre-
hensive review of relevant case studies sourced from Scopus spanning 2007–2016, 
revealing (1) the benefits of Learning Analytics for effective decision-making in 
institutions, (2) its role in evaluating pedagogies and instructional designs to enhance 
and monitor student learning, (3) its predictive capacity for student performance, (4)
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ability to identify undesirable learning behaviors and emotional states, (5) capability 
to recognize at-risk students, enabling timely intervention and support, and (6) provi-
sion of insightful data to enhance the personalization and engagement of student’s 
learning experiences, fostering reflection and improvement. 

Zhang et al. [15] conducted a systematic analysis utilizing bibliometric and visu-
alization methods to elucidate the evolution of Learning Analytics (LA) in higher 
education. The study amalgamated the literature review with analysis tools to scru-
tinize the trajectory of the LA field. Employing bibliometric analysis, the research 
delineated the developmental stages of the primary methods in LA. The study cate-
gorizes four principal methods: (1) social Learning Analytics, (2) content analysis, 
(3) dispositional analysis, and (4) discourse analysis. Examining social Learning 
Analytics, Díaz-Lázaro et al. [16] conducted a study within the Primary Educa-
tion program at the University of Murcia. The focus was on understanding how 
students learn and collaborate in online environments, specifically through social 
networks like Weblog, Twitter, and Facebook. The research methodology included 
(1) participant observation, (2) quantitative analysis primarily derived from Learning 
Analytics data, and (3) qualitative analysis involving the scrutiny of student content 
from comments. 

Viberg et al. [17] conducted a literature review examining 252 articles on LA in 
higher education (HE) published between 2012 and 2018. The analysis considered 
four key propositions: (i) the impact of Learning Analytics on learning outcomes, (ii) 
their role in supporting learning and teaching, (iii) the extent of their implementation, 
and (iv) their ethical usage. The study also delved into the research methodologies 
employed and the evidence provided by LA research in the context of learning in 
HE. The findings revealed that the field of LA is dynamic, characterized by a preva-
lence of descriptive studies and interpretive methods for data collection, primarily 
conducted online. Notably, there has been a discernible shift towards gaining a deeper 
understanding of students’ learning experiences in recent years. 

Tsai and Gasevic [18] conducted a literature review focusing on the policies 
relevant to the implementation and challenges of LA in higher education. The 
study highlighted key findings, emphasizing the necessity to (1) enhance commu-
nication channels among stakeholders and adopt pedagogy-based approaches for 
LA, (2) address the lack of guidance in developing data literacy among end users 
and assessing the progress and impact of Learning Analytics, and (3) establish 
formalized guidelines for monitoring the robustness, effectiveness, and legitimacy 
of Learning Analytics. Additionally, Cerratto Pargman and McGrath [19] systemat-
ically reviewed the research literature on ethical issues within the context of LA in 
higher education. The review outlined three inclusion criteria: (1) characterization of 
empirical research on LA ethics, (2) identification of major ethical areas addressed 
in the literature, and (3) identification of knowledge gaps. The authors concluded 
that the existing empirical work on LA ethics is limited, and further studies are 
necessary as Learning Analytics systems continue to evolve, requiring a compre-
hensive understanding through future investigations involving various institutional 
constituents.
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Adejo and Connolly [20] highlighted that LA is an emerging field that proposes 
integrating data mining techniques and student data for informed decision-making, 
aiming to enhance the student learning experience and study environment. They 
emphasized using the Technology-Organisation-Human framework for determining 
a successful LA implementation pathway in higher education institutions. In a sepa-
rate study, Kuhnel et al. [21] introduced the MyLA (My Learning Analytics) applica-
tion to assess its usability among potential users. MyLA gathered learning behavior 
and personality traits data, combining Learning Analytics with mobile learning (m-
learning) and incorporating personalized learning elements. This approach allowed 
learners to monitor their progress over time. 

14.2.2 Social Learning Analytics 

Social Learning Analytics (SLA) is a specific branch of Learning Analytics that 
reveals emerging skills and ideas developed and transmitted through interactions 
and collaborations within the educational process. It emphasizes the importance 
of identifying learning within its contextual framework. Khousa et al. [22] intro-
duced a model integrating professional preparation into higher education, creating a 
novel learning approach based on Communities of Practice (CoP) through Learning 
Analytics and social computing techniques. The primary objective is to measure, 
instill, and track the development of professional competencies in higher educa-
tion students. The proposed model comprises three key modules: (1) career prepa-
ration, (2) career prediction, and (3) career development. The study employed a 
semi-supervised aggregation method, specifically the Fuzzy Pairwise-Constraints 
K-Means (FCKM) algorithm. Addressing the practicality of SLA in the learning 
process, Hernandez-Garcia et al. [23] conducted a study exploring the correlation 
between social network analytics parameters and student performance outcomes and 
the relationship between social network parameters and overall course performance. 
Their research demonstrates how SLA visualizations can facilitate observing visible 
and invisible interactions in online distance education, aiding decision-making, and 
predicting academic performance. 

In another study, Manca et al. [24] identified the possibilities and educational 
challenges of applying Big Data techniques to massive online learning platforms and 
social networks. The research underscored vital aspects, including identifying tools 
and methodological instruments for SLA, addressing ethical concerns, and devising 
mechanisms to ensure user privacy and security within online learning environments. 
Similarly, Hernández-García and Conde-González [25] introduced an approach 
involving integrating three systems—Moodle, GraphFES, and Gephi. The objec-
tive was to showcase the potential of employing social network analysis methods 
and visualizations in computer-assisted collaborative learning environments, aiming 
to enhance and expand the scope of this field of study.
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SLA harnesses the potential of utilizing data from students’ activity logs in online 
settings to discern behaviors indicative of their performance in learning environ-
ments. Considering this, Doleck et al. [26] assessed an algorithm’s validity, aiming to 
gauge the effectiveness of social learning networks within discussion forums accom-
panying conventional Massive Open Online Courses (MOOCs). The study sought 
to optimize online learning environments, enhancing social learning and deepening 
insights into indirect online learning. This study considered forum users who engage 
in knowledge-seeking behaviors like reading and searching, even if they do not 
actively share knowledge. Aguilar et al. [27] integrated SLA tasks into autonomous 
cycles in a smart classroom to identify students’ learning styles. They utilized a 
course for analyzing external data from the web, particularly from social networks 
like Twitter, to construct knowledge models about students, ultimately employing 
Semantic Mining, Text Mining, and Data Mining techniques to develop SLA tasks 
to enhance learning processes. 

A growing number of scholars are directing their attention to SLA as an emerging 
trend in education. Systematic literature reviews serve as platforms to present best 
practices in this field. Kaliisa et al. [28] conducted an extensive systematic review, 
analyzing 36 SLA-related studies from 2011 to 2020. Their focus encompassed 
methodological characteristics, educational approaches, and theoretical perspectives 
within the studies. The results underscored the prevalence of SLA in formal and fully 
online settings, with social network analysis being the predominant analytical tech-
nique. Notably, most SLA studies aimed to comprehend students’ learning processes, 
adopting a social constructivist perspective to interpret learning behaviors. However, 
specific gaps were identified: (i) limited teacher involvement in developing SLA 
tools and infrequent sharing of SLA visualizations for teaching support, (ii) some 
SLA studies needing more theoretical frameworks, and (iii) a restricted number 
of studies integrating multiple analytic approaches. Additionally, (iv) few studies 
explored innovative network approaches, and (v) temporal patterns of student inter-
actions were infrequently studied to understand the evolution of social and knowledge 
networks over time. Moreover, SLAs were recognized as a relatively recent extension 
of LA, finding applications in computer-supported collaborative learning environ-
ments. Rienties and Toetenel [29] presented a study derived from preliminary work 
on learning design, emphasizing its significance in predicting and comprehending 
learner performance in blended and online settings. The study aimed to unravel the 
intricate connections between learning design, learning processes, and outcomes, 
suggesting the potential for further analysis by combining datasets to examine SLA. 

Chen et al. [30] pioneered the development of an early-stage design-based tool 
dedicated to crafting student-centric SLA within a postsecondary environment. Their 
research focused on fostering meaningful student discussions in online courses, intro-
ducing analytical tools designed to transform discussion forum data into actionable 
insights for student reflection. The findings underscored the imperative for SLAs to 
prioritize user-friendly tools, fostering student data literacy and seamless alignment 
between analytics and pedagogical designs. In parallel, Verdu et al. [31] introduced 
MSocial, an integrated tool within the Moodle platform, enabling students to engage 
in social networks without disconnecting from the Moodle environment. MSocial
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actively monitors student activities on social platforms, computes key social network 
analytics metrics, and promptly showcases results on the Moodle course platform. 
This monitoring empowers educators to easily comprehend, visualize, and scrutinize 
student social interactions, facilitating the integration of these insights to enhance 
the overall learning process. 

14.2.3 Mobile Learning Analytics 

Presently, educational landscapes are in continual flux, witnessing dynamic trans-
formations. Mobile learning is experiencing a growing embrace within the realm of 
education. Hybrid learning environments, seamlessly integrating formal and informal 
learning aspects, are emerging in diverse activities spanning distributed environ-
ments, physical spaces, and virtual realms. The advent of technology encourages us to 
navigate and adjust to these evolving educational settings adeptly. Quintero et al. [32] 
undertook a comprehensive study comparing technologies for creating mobile appli-
cations specifically designed for visualizing Learning Analytics. They developed 
prototypes of mobile applications using a case involving competency-based assess-
ment analytics, wherein decision criteria were established to guide the selection of the 
mobile application type. The study emphasized the significance of defining the appli-
cation’s scope to adjust the time and cost of development. Regarding mobile visual 
analytics development, the researchers concluded that a profound understanding of 
the context is crucial, facilitating the systematic exploration and classification of 
existing visualization libraries pertinent to the identified problem. Furthermore, the 
study highlighted that developing native applications is not obligatory. 

Pishtari et al. [33] employed supervised machine learning (SML) algorithms 
to categorize textual content automatically within mobile learning (m-learning) 
analytics designs. The pedagogical classifications employed in this study were perti-
nent to the learning tasks integrated into the designs. Avastusrada and Smartzoos 
served as tools, providing the dataset and features essential for crafting mobile 
learning applications. The research employed EstBERT and Logistic Regression 
algorithms for optimization, comparison, and achieving optimal performance. The 
outcomes of the SML implementation indicated an accuracy exceeding 0.86 and 
Cohen’s kappa surpassing 0.69. 

Shorfuzzaman et al. [34] introduced a cloud-based mobile learning framework 
employing Big Data analytics to extract insights from substantial volumes of learner 
data within mobile learning environments. Their empirical study proposed a model 
for adopting mobile learning, extending the Technology Acceptance Model (TAM). 
The suggested framework addresses the processing limitations of mobile devices by 
offloading computationally intensive tasks to the cloud, thereby leveraging ample 
computational and storage capabilities. 

Kabassi and Alepis [35] concentrated on integrating learning analytics data 
derived from diverse modes of human–computer interaction and contemporary smart-
phones. By amalgamating data from various modalities, more precise insights could
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be derived, ultimately enhancing and supporting the learning journey through tailored 
software design solutions. Their approach involved the application of multiple 
theories, including Multi-Criteria Decision-Making (MCDM), Analytic Hierarchy 
Process (AHP), and Simple Additive Weighting (SAW). 

Aljohani and Davis [36] outlined the theoretical benefits of employing LA 
methods to improve learning in mobile and ubiquitous learning settings. Their 
study introduced the Mobile and Ubiquitous Learning Analytics Model (MULAM), 
designed to examine learner data within mobile environments. The model utilized 
the five-step Learning Analytics approach proposed by Campbell and Oblinger, 
encompassing Capture, Inform, Predict, Act, and Refine. 

Pishtari et al. [37] conducted a comprehensive literature review examining the 
intersection of Learning Design (LD) and LA within mobile and ubiquitous learning 
(m/u-learning) environments. The study offered a contemporary snapshot of the field 
and revealed shared interests between the learning design approach and learning 
analytics in developing m/u-learning environments. This identified convergence 
establishes a symbiotic relationship, fostering potential mutual benefits in LD and 
LA domains. 

Viberg et al. [38] introduced the MALLAS conceptual framework, aiming to 
enhance second language learning by integrating LA and self-regulated learning 
(SRL). This innovative framework incorporates assisted application and service 
design within mobile learning (m-learning) environments, offering a holistic 
approach to support learners in their language learning journey. 

Tabuenca et al. [39] conducted a longitudinal study investigating the impact of 
monitoring learning time with a mobile tool on self-regulated learning. The study 
uncovered significant findings: (1) Positive effects of learning time tracking on 
enhancing time management skills in online courses, (2) Assistance for students 
in developing learning-to-learn competence through a real-time Learning Analytics 
feedback approach utilizing two channels—notifications and graphical visualization, 
and (3) Detailed specifications and practical insights for instructional designers and 
teachers to implement analogous approaches in the educational process. 

14.2.4 Big Data and Learning Analytics 

The utilization of Big Data analytics extends to both business and educational 
domains. Big Data enables educators to assess class-wide performance and indi-
vidual student achievements. The primary goal is to formulate pedagogical strate-
gies for the entire class, specifically identifying individual strengths and weaknesses. 
Seufert et al. [40] proposed a comprehensive design framework for LA, encom-
passing crucial dimensions and facilitating the creation of LA services supporting 
the educational process. The framework operates on a two-dimensional scale, distin-
guishing between individual vs. social and reflective vs. predictive aspects. The 
research identifies four foundational approaches to LA: (1) studying performance 
prediction, (2) exploring formative individual assessment and feedback services, (3)
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investigating Social Learning Analytics, and (4) examining the proficient use of LA 
applications. These approaches aim to enhance the learning process and outcomes. 
The study concludes with a discussion on model validation through case studies and 
provides insights into future research prospects concerning LA in the educational 
context. 

Ang et al. [41] conducted a comprehensive literature review examining current 
and emerging trends in educational Big Data and data analytics. The analysis delved 
into the architectural and social challenges of the educational Big Data approach. 
Emphasis was placed on diverse data sources originating from educational plat-
forms, encompassing Learning Management Systems (LMS), Massive Open Online 
Courses (MOOC), Learning Object Repository (LOR), Open Course Ware (OCW), 
Open Educational Resources (OER), Social Networks Linked Data, and Mobile 
Learning. These varied sources collectively contribute to the formation of Big Educa-
tion Data. In a parallel literature review, Sin and Muthu [42] explored the implemen-
tation of Big Data technologies in education, specifically delving into educational 
data mining and LA within learning environments. Their findings highlighted the 
increasing role of data mining in education, shaping the learning landscape for new 
generations. This evolution focuses on predicting student performance through data 
mining techniques, introducing LA at the higher education level, and observing the 
utilization of Learning Analytics in social learning contexts. 

Klašnja-Milićević et al. [6] introduced an architectural framework emphasizing 
the pivotal role of Big Data and Learning Analytics in education. This framework 
serves a dual purpose, facilitating the management of reform initiatives in higher 
education while aiding instructors in enhancing teaching and learning. It focuses on 
constructing efficient learning systems for students, instructors, course designers, and 
institutions. In a separate study, Romero and Ventura [43] conducted a comprehensive 
survey outlining the current landscape of Educational Data Mining (EDM) and LA. 
The evolution of EDM is evident in its diverse nomenclature in academic discourse, 
including Academic Analytics, Institutional Analytics, Teaching Analytics, Data-
Driven Education, Data-Driven Decision-Making in Education, Big Data in Educa-
tion, and educational data science. The research analysis highlights the convergence 
of EDM and LA as two collaborative communities striving to enhance learning 
through data. Furthermore, the study identifies two future trends: the imperative 
need for versatile EDM/LA tools capable of addressing various educational chal-
lenges through a unified interface, emphasizing the enhancement of model portability, 
and the incentive of a data-centric culture within educational institutions to enhance 
decision-making processes and improve the overall teaching–learning paradigm. 

In educational contexts, numerous studies underscore the significance of big data 
analytics. Picciano [44] analyzed the evolving landscape of Big Data and analytics in 
U.S. education. This examination searches through the conceptual framework, prac-
tical applications, implementation strategies, and the growth trajectory of emerging 
big data and Learning Analytics methodologies. The objective is to provide educa-
tional administrators with insights for assessing the performance and integration of 
these innovative technologies. Reyes [45] contributed a study specifically concen-
trating on Learning Analytics, elucidating the pivotal roles played by stakeholders
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in the teaching and learning process. The study seeks to optimize and enhance 
the learning experience by introducing a learner-centered analytics approach. This 
approach addresses technological challenges and ethical considerations and aspires 
to revolutionize the teaching–learning paradigm. Roy and Singh [46] delivered a 
comprehensive review of Big Data tools and technologies within Learning Analytics 
and Educational Data Mining. The review emphasizes the predominant focus of 
many authors on predicting student performance in educational environments. 

Aguilar [47] delineated the potential impact of Learning Analytics on fostering 
equitable and socially just educational outcomes. By attending to the individual 
needs of each student, the approach aims to cultivate a more personalized, learner-
centered learning environment. Khan et al. [48] crafted a systematic literature review 
protocol in the realm of Learning Analytics, shedding light on applications, chal-
lenges, existing solutions, and future directions concerning the application of Big 
Data techniques. In a study by Huang et al. [49] conducted across three universities 
in Taiwan and Japan, the objective was to explore the correlation between students’ 
online learning actions and academic performance using Learning Analytics appli-
cations. The study incorporated machine learning to train the model, utilizing seven 
datasets. Results identified essential factors influencing the predictive performance 
of classification methods, including the number and categories of significant features 
and Spearman correlation coefficient values. Additionally, eight classifiers (GaNB, 
SVC, linear-SVC, LR, DT, RF, NN, and XGBoost) and five evaluators (accuracy, 
recall, precision, F1-measure, and AUC) were employed to assess the predictive 
performance of the classification methods. 

Rabelo et al. [50] introduced SmartLAK, a significant Big Data software archi-
tecture designed to enhance Learning Analytics services. Utilizing an ontology 
grounded in the Experience API specification, SmartLAK adeptly captures and 
semantically represents the data streams from learners engaged in course-related 
learning activities. To facilitate efficient processing of substantial data volumes 
within virtual learning environments, SmartLAK employs an RDF database, ensuring 
high-performance accessibility for Learning Analytics services. The validation of 
SmartLAK took place at the Faculty of Education, University of Santiago de 
Compostela. Looking ahead, the authors propose enhancing the architecture by 
incorporating an Enterprise Service Bus. This future development aims to empower 
SmartLAK to integrate diverse data flow sources seamlessly. 

14.3 Data Visualization in Learning Analytics 

Recently, the escalating abundance, velocity, diversity, and magnitude of data neces-
sitated the adoption of advanced technologies and methodologies for enhanced visu-
alization and analysis. Graphics, esteemed for their efficacy in discerning crucial 
content-related information, have become invaluable. The pursuit of graph-based 
methodologies has gained prominence in various domains, including education,
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driven by the desire for a more profound comprehension of contextual intrica-
cies. This evolving trend aims to uncover strategies and avenues for continual 
improvement. 

Although simple graphs can indicate, for example, where there is over- or 
under-performance, they cannot elucidate the underlying causes crucial for effective 
decision-making. Graphs delineate intricate relationships among elements, unrav-
eling the nature and structure of links within specific data sets. These links are 
imperative to discern the how and why of elements, constituting a key advantage in 
visualizing and analyzing graphs to enhance decision-making. Visualizing these links 
is paramount, aiding comprehension in specific cases identified through graph anal-
ysis or scenarios involving unprocessed information. Therefore, data visualization 
seeks a profound understanding of data swiftly. Furthermore, owing to the prolifer-
ation of Big Data, the utilization of graph visualization and analysis is on the rise as 
a method to derive novel insights from numerous unverified, irregular, or complex 
interconnected data streams. 

In the contemporary landscape, open-source cloud-based tools exhibit enhanced 
capacities for efficiently gathering substantial data and presenting it visually within 
seconds. This functionality streamlines the data analysis process, enabling the 
extraction of additional insights to enhance knowledge and contribute to effective 
decision-making, as outlined by Brath and Jonker [51]. 

Subsequent sections provide a detailed description of the graphs utilized for data 
visualization and analysis. 

3D pie chart. It graphically represents segmented pie slices of varying colors, 
each indicating relative frequencies or magnitudes. The size of each sector corre-
sponds proportionally to the quantity it represents. This chart is presented in three 
dimensions, incorporating depth, width, and height, thus termed three-dimensional 
[52]. 

Area chart. It is a valuable tool for identifying trends or variations in data across 
time or diverse categories. Resembling a line chart, it distinguishes itself by shading 
the lower space beneath the lines with a specific color. This shading enhances the 
visualization of trend magnitudes or potential variations [53]. 

Bar chart. It visually displays a dataset using rectangular bars, either vertically or 
horizontally, with lengths proportional to the represented values, depicted in various 
colors. Additionally, it asymmetrically represents measures of central tendency. This 
chart type proves advantageous for illustrating multiple data series and capturing 
trends across time [54]. 

Line chart. It facilitates the identification of volatility, acceleration, or trends over 
time. Comprising a series of points connected to form a complete line, it effectively 
communicates the changes in a variable. Particularly beneficial when visualizing the 
behavior of one or more quantitative variables across a period, this chart employs 
different colors to distinguish points and lines, enhancing analytical clarity [55].
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Scatterplot matrix. It combines all attributes of scatterplots in a matrix, utilizing 
colors to differentiate variables. This form of visualization facilitates comparisons 
between dimensions and allows for measuring differences among different variables 
vertically or horizontally. Moreover, this visual representation effectively identifies 
linear correlations among the variables [56]. 

Hierarchical pie chart. Also known as a sunburst chart, it is closely related to 
the tree map. In this hierarchical pie chart, intermediate levels are organized in 
consecutive rings, and each intermediate level is analyzed based on its color and 
size. This chart provides a visual representation of hierarchical relationships, with 
each ring representing a distinct level of hierarchy, making it a valuable tool for 
hierarchical data analysis [51]. 

Timeline chart. It visualizes a sequential order of events within a narrative, process, 
or story. Timelines, presented either horizontally or vertically, offer a simplified 
method for comprehending the roles of various events, processes, and actions played 
within a specified time frame. Moreover, they allow the visualization of concur-
rent events, their durations, relationships, and the specific points in time when they 
occurred [57]. 

Network graph. This graphical representation illustrates a network of interconnected 
nodes and edges based on a dataset. It reveals the flow of information, the spatial 
arrangement of network components, and their interactions. Nodes or vertices, often 
depicted as small dots or circles (sometimes using icons), represent entities, while 
linking lines portray connections, elucidating the nature of relationships within a 
group of entities. Links are depicted as simple lines connecting nodes [58]. 

Sankey diagram. In this scenario, limited quantity data is presented and examined 
from left to right, where the thickness of a given link indicates the minimum or 
maximum quantity. Incoming links intersect a specific node at right angles on one 
side, while outgoing links similarly exit the node on the opposite side. On both sides 
of each node, links are grouped at distinct entry and exit points corresponding to 
each node, representing the total amount of entry and exit [51]. 

Gauge chart. Also referred to as a clock chart or speedometer chart, this type of chart 
utilizes needles to indicate specific data as if reading an analog clock. It comprises 
a gauge axis with interval markers, data ranges, color ranges, needles, and a central 
dynamic list point. Each needle’s value is interpreted within the colored data range 
or concerning the chart axis. This graph compares values among a few variables 
through one or multiple needles on the same indicator or by using several indicators 
[59]. 

Treemap. Employing a hierarchical structure reminiscent of a tree, the Treemap 
visually organizes information into nested rectangles that fully occupy the plot. The 
size of each rectangle corresponds to the volume of the category or subcategory, 
termed as nodes, which can be of root or leaf type. The root node is the initial one, 
and the leaf node, the final in the hierarchy, detaches from another. Consequently, the
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aggregate of the root node (category) encompasses the sum of all leaf nodes (subcat-
egories). Notably, Treemap enables the comparison of subcategories and categories 
through distinct colors for enhanced differentiation [51]. 

Heatmap. This graphical representation of data utilizes colors as aesthetic elements 
to convey varying activity levels. Dark hues represent low activity, while light or 
vibrant colors denote high activity. Heatmaps can be presented through rectangles 
or spatial layouts. This visualization technique proves beneficial for handling and 
analyzing extensive datasets, facilitating the detection of patterns and fluctuations 
within the data [60]. 

Bubble chart. Though resembling scatter charts, bubble charts introduce an addi-
tional variable indicating the size of the circles (bubbles). These bubbles, represented 
by markers, vary in size to convey relative importance and are colored to depict differ-
ences between categories or represent additional data variables. This chart exposes 
and compares relationships among categorized or labeled bubbles through dimen-
sional aspects or positioning. The overview box facilitates the examination of corre-
lations or patterns, and interactivity can be incorporated for each bubble to provide 
additional information, apply filters, or rearrange the bubbles, enhancing the user’s 
engagement [61]. 

Tag cloud chart. The tag cloud chart highlights words or keywords based on their 
frequency by taking the shape of a cloud or other imaginative forms. Also known 
as a tag cloud, it visually represents tags or labels of varying sizes and colors on 
a webpage, blog, or website. Larger-sized tags with more intense colors indicate a 
higher frequency of appearance, providing a visual snapshot of the most prominent 
terms [62]. 

Doughnut Chart. A variation of the pie chart, the doughnut chart features a central 
hole resembling a ring and represents categories through colored arcs rather than 
sectors. Each value’s portion of the ring occupied is proportional to its frequency, 
meaning larger values occupy a more significant portion of the chart. The central 
ring aims to prevent confusion regarding the area parameter. An advanced version, 
the disaggregated or multiple-ring graph diagram, introduces additional complexity 
by incorporating one or more segments detached from the central ring [63]. The 
subsequent section describes the APIs for Learning Analytics. 

14.4 APIs for Learning Analytics 

Application Programming Interfaces (APIs) for Learning Analytics are crucial for 
learning analytics as they enable interoperability between different systems, allowing 
for easy data exchange. Their flexibility facilitates custom data extraction based on 
specific analytical needs. APIs automate data collection, reducing manual errors and 
allowing real-time data analysis for immediate feedback. They also ensure secure 
access to sensitive data, maintaining privacy and regulatory compliance. Lastly, APIs
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support scalable analysis, handling large datasets from various sources. Below is a 
brief description of six learning analytics APIs, Learning Analytics, Open Education, 
Moodle Analytics, Google, Learning Analytics Machine, and edX Data Analytics, 
along with their key features. 

Learning Analytics API 

The Learning Analytics API is a key component in Learning Analytics, offering 
features and capabilities to enhance educational data analysis. The Learning 
Analytics API consists of several data tables. A calculator is integrated into the 
API, processing learning analytics data and calculating a status value. The API’s 
calculator analyzes learning analytics data and computes a status value. This status 
value likely represents a summarized metric or indicator derived from the analyzed 
data. The API is designed with a focus on modularity and scalability. It maintains 
a separation between data capture and the analytics/reporting processes. This sepa-
ration allows for a more flexible and scalable Learning Analytics Infrastructure. 
The Learning Analytics API is engineered to support the development of scal-
able Learning Analytics Infrastructures. This scalability ensures that the API can 
handle varying volumes of data and accommodate the needs of different educational 
contexts. One of the primary goals of the API is to facilitate the building of scalable 
Learning Analytics Infrastructure. Providing the necessary tools and functionali-
ties enables developers to create robust analytics systems. Learning Analytics API 
Methods: 

a. getStudentData(studentId): Returns demographic, academic, and other relevant 
information for a single student. 

b. getCourseData(courseId): Gives full details about a course—its structure, assign-
ments, tests, etc. 

c. getPerformanceData(studentId, courseId): Provides a student’s performance 
details within a particular course—grades, activity, engagement levels, etc. 

d. getPredictedPerformance(studentId, courseId): Uses machine learning models 
to predict a student’s future performance based on historical data. 

e. getPersonalizedRecommendations(studentId): Returns a list of personalized 
learning recommendations for a student. 

The previous methods show some of the more distinctive features of the API, 
like the predicted performance of a student and the corresponding personalized 
recommendations for improving the student’s performance [64]. 

Open Education API (Open Onderwijs) 

Open Onderwijs API is a collaborative effort involving education institutes and 
suppliers in the Netherlands to create an open API for educational purposes. The 
API emphasizes openness and shared resources in the educational domain. There is 
a reference implementation of the Open Onderwijs API in Python (Django). 

Open Education API Overview: The API focuses on relationships between 
specified objects, emphasizing concepts like programOffering, courseOffering, and 
conceptOffering.
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Endpoints and Concepts. The offering endpoint encompasses smaller concepts 
like programOffering, courseOffering, and conceptOffering. Program relations are 
not presented as a separate endpoint; instead, they can be explored within the program 
endpoint. 

Tagged Functionalities. The API includes various tagged functionalities, such as 
service metadata, academic sessions, associations, buildings, courses, components, 
education specifications, groups, news, offerings, organizations, persons, programs, 
and rooms, among others. 

Models. The API defines several models for different entities, including services, 
education specifications, programs, courses, components, program offerings, course 
offerings, component offerings, associations, persons, groups, academic sessions, 
organizations, buildings, rooms, news feeds, and news items [65]. 

Moodle Analytics API 

Moodle, a popular open-source Learning Management System (LMS), does have 
built-in analytics and reporting features, which can be extended by various plugins. 
However, there is no designated “Moodle Analytics API” as such. However, the 
Moodle core does provide various APIs, including the Web Services API, with which 
developers can extract and process analytical data. 

Moodle Web Services API: Web services are a collection of defined protocols that 
allow communication between Moodle and other systems. This API is designed for 
service-oriented architectures and machine-to-machine communication. It enables 
other systems to log in to Moodle and create, retrieve, update, and delete entities 
such as users, courses, etc. 

Methods: This API gives developers the ability to call core Moodle functions such 
as CRUD operations for users, courses, grades, and more—for instance, core_user_ 
create_users, core_course_create_courses, core_grades_get_grades, etc. 

Protocols: Moodle Web Services API supports multiple protocols, including 
REST, XML-RPC, and SOAP. 

Security: Each web service call should be accompanied by a user token for 
authentication. Also, Moodle uses access control based on defined capabilities. 

Language Support: Moodle provides multilanguage support so that communica-
tion can be conducted in various languages. 

Data Formats: The API allows for data exchange in multiple formats, including 
XML and JSON. 

Using web services, analytics data can be fetched and processed as needed. There 
are plugins in Moodle, like “Moodle Learning Analytics” or “Inspire Analytics”, 
that offer machine learning-backed predictions and insights. These, however, may 
not necessarily provide dedicated APIs and might be more about enhancing Moodle’s 
built-in analytics functionalities [66]. 

Google Analytics API 

Google Analytics API offers a way for developers to programmatically interact with 
their Google Analytics data, enabling them to build custom dashboards, automate
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complex reporting tasks, and integrate Google Analytics data into their business 
applications. 

Data Access. Google Analytics APIs consist of tools for accessing Analytics data: 
Reporting API v4 for pulling data associated with users, sessions, and events; Real-
Time Reporting API for accessing real-time data; Multi-Channel Funnels Reporting 
API for accessing conversion path data. 

Management. The Google Analytics Management API allows administrators to 
configure accounts, manage properties and views, set user permissions, and handle 
segments, goals, filters, etc. 

Data Insertion. Google Analytics Measurement Protocol allows developers to 
send data to Google Analytics from any device connected to the web. 

Embed API. Used for creating and embedding interactive dashboards and report 
components into your apps using JavaScript. 

Security. Every request must be authorized, typically via OAuth2. 
Language Support. Client libraries are offered in various programming languages, 

and the HTTP/HTTPS interface can be used directly. 
Data Formats. Mostly, JSON is used for request and response data [67]. 

Learning Analytics Machine API 

The X5GON project aims to unify Open Educational Resources (OER) by offering 
freely available innovative technology. It features the Learning Analytics Machine 
(LAM), which can process multi-lingual OER collections, provide insights into 
resource usage across different languages and cultures, and enhance the visibility 
of your content globally. The X5GON LAM API is a REST Flask Python web API 
complemented by auto-generated swagger documentation. This API allows users 
to test the endpoints directly on a web page. Users can access the latest learning 
analytics work package results and retrieve content analytics made on the OERs 
through various endpoints. Analytics are based on AI models applied and scrutinized 
on the X5gon corpus, which gathers different OERs. 

The LAM API, a part of the X5GON project, consists of three main parts: 

1. The Services. They include endpoints built upon Learning Analytics (LA) models 
and heuristics, providing solutions for various LA issues. Updated versions can 
be found in the X5GON LAM API repository of the University of Nantes team. 

2. The X5gonlamtools. They are the underlying algorithms that use OERs in diverse 
formats to calculate LA metrics and generate models needed for services. These 
tools tackle various LA problems like determining difficulty and concept conti-
nuity within OERs. Updated versions of these tools can be found in the X5GON 
LAM Tools repository of the University of Nantes team. 

3. The X5gonlammodels. They are AI-based LA models calculated based on the 
OERs and the algorithms of X5gonlamtools. Updated versions of these models 
can be found in the X5GON LAM Models repository of the University of Nantes 
team. 

The X5GON LAM API is a REST Flask Python web API complemented by 
auto-generated swagger documentation. This API allows users to test the endpoints
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directly on a web page. Users can access the latest results of the learning analytics 
work package and retrieve content analytics made on the OERs through various 
endpoints. Analytics are based on AI models applied and scrutinized on the X5gon 
corpus, which gathers different OERs [68]. 

edX Data Analytics API 

The edX Data Analytics API provides a convenient way to interact programmatically 
with the analytical data of edX, an open-source Learning Management System (LMS) 
targeted toward higher education. edX Data Analytics API key characteristics: 

Data Accessibility. The edX Data Analytics API allows developers to access 
various data types, such as course activity, student enrollment, and learner profile 
data. 

RESTful Interface. It offers a RESTful interface that provides a standard way for 
systems to interact with the edX platform. 

Security. Requests to the API are authenticated using OAuth2 tokens, ensuring 
the privacy and security of the data. 

JSON Format. The API communicates using the JSON data format both for 
requests and responses. 

End Points. The edX analytics API provides several endpoints like the Course 
Activity endpoint, which presents data about learner activity, the Course Enrollment 
endpoint, which tracks learner enrollments in courses over time, among others. 

Rate-Limiting. Each API endpoint has a specific rate limit to protect the system. 
Pagination. The edX Analytics API uses pagination to handle large data requests 

[69]. 
The subsequent section presents a case study on data analytics for reading 

comprehension in higher education, utilizing data visualization through the graphs. 

14.5 Case Study: Learning Analytics for Reading 
Comprehension in Higher Education 

The study centered on implementing a reading comprehension assessment among 
higher education students. Reading comprehension, a crucial skill, involves grasping 
the significance of the words within a text and comprehending the overall message 
conveyed. In middle and higher education, the scope of this skill extends to a nuanced 
understanding, requiring students to comprehend, analyze, justify, and encapsulate 
the information presented in the text. 

The outlined case study aimed to discern and assess the significance of inte-
grating Learning Analytics into assessing students’ reading comprehension skills. 
The primary goal was to assess the extent of reading comprehension, allowing for 
the identification of areas for improvement and weak points in individual students. 
This information served as a foundation for tailoring pedagogical strategies in a 
personalized manner, aiming to enhance reading comprehension abilities. Notably,
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the presented graphs are accessible to both students and teachers, providing a detailed, 
analytical visualization of the student’s reading comprehension levels. 

In the examination, students read a narrative text and respond to related questions. 
The featured case study’s reading comprehension assessment encompasses two focal 
domains: word readings and language comprehension. Notably, this study introduces 
an additional dimension by evaluating the correctness of responses and considering 
diverse variables. These include the time taken for execution and the methodologies 
employed in test development. This broader scope aims to provide insights into the 
general context of test execution, enhancing the overall understanding of reading 
comprehension assessment dynamics. 

In the primary findings, the cohort of successful test-takers comprised 1065 
students, with a gender distribution of 49.9% female and 50.1% male. The outcomes 
of those who excelled in the word reading section are visually represented in Fig. 14.1 
using a treemap. This graphical representation illustrates the count of students for 
each assessed dimension, including decoding (15 women and 19 men), word recog-
nition (55 women and 50 men), fluency (84 women and 72 men), phonological 
awareness (88 women and 98 men), and knowledge of written language (67 women 
and 64 men). A notable observation surfaced: a minority of students succeeded in 
decoding, while phonological awareness emerged as the dimension with the most 
successful students. The Treemap is also used for the representation and visualization 
of the most popular courses among students, among other aspects.

Moreover, Fig. 14.2 illustrates a horizontal bar chart showcasing the highest-
performing questions on the assessment. The analysis discerned that most students 
demonstrate proficiency in understanding the concepts of written language, infer-
ences, and text structure, with 96 students excelling across all three categories. 
Conversely, a subset of students, comprising 59 individuals, possesses limited 
knowledge of syntax and grammar.

Additionally, the horizontal bar chart helps to visualize specifically the questions 
or topics of some type of assessment where students present the highest number of 
errors, which indicates a lack of knowledge. 

Similarly, Fig. 14.3 illustrates an area graph depicting the average time three 
students responded to five questions in the reading section. This graph facilitates 
a clear visualization of the comparative time allocation among the three students, 
mainly when focusing on the designated area corresponding to the question: What 
is the structure of the text?. Additionally, the area graph is used to visualize and 
observe student age trends and the total number of students by age when selecting 
any of them. This type of graph is also commonly used to present experiment results 
in academic papers.

Contrastingly, Fig. 14.4a illustrates an interactive timeline chart presenting the 
completion times of assessments for six students. Within the graph depicted in 
Fig. 14.4a, upon selecting a student’s rectangle, the evaluation’s initiation and conclu-
sion dates are visible, with the time scale denoted in months. Additionally, the graph 
allows for dynamic expansion, enabling daily visualization of students’ evaluation 
completion times, as shown in Fig. 14.4b.
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Fig. 14.1 Treemap of the distribution of passing students in the word reading section

Fig. 14.2 Horizontal bar chart showing the most successful questions in the test
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Fig. 14.3 Area chart showing the average time of the reading section

Fig. 14.4 a Timeline chart displaying the completion time of evaluations in months. b Timeline 
chart showing the time of completion of the evaluations in days 

Additionally, a timeline chart can display learners’ browsing history, and it can 
be combined with text and other graphics to produce infographics, which present 
statistics, historical events, and any other type of information. 

Figure 14.5 illustrates a horizontal bar chart presenting the performance outcomes 
of the top ten students in the language comprehension section. This graph enables a 
detailed examination of individual student scores in the assessed aspects by selecting 
the respective bar. For instance, the selected student on the graph achieved scores 
as follows: inferences (100), comprehension supervision (90), text structure (100), 
syntax and grammar (100), and vocabulary (90). Likewise, a horizontal bar chart 
visualizes the results of the most successful and least successful students in some type 
of assessment, where areas of opportunity are identified that are useful to maintain 
or improve the contents of a given topic.

The relationship and linkage of teachers concerning educational resources is visu-
alized in the network graph in Fig. 14.6, where the amount of educational resources 
available to each teacher is clearly identified and observed, for example, when 
selecting the node of professor José Lauro, his relationship with the educational 
resources is indicated by the orange links.
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Fig. 14.5 Horizontal bar chart revealing the Top 10 of the language comprehension section

Fig. 14.6 Network graph: teachers with more educational resources
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Regularly in a network graph, nodes are drawn as small dots or circles, but icons 
are also used. Links are drawn as simple lines connected between nodes. However, in 
some cases, not all nodes and links are created equally: i.e., additional variables are 
displayed, for example, by assigning a value to the node size. In addition, a network 
graph also makes it possible to visualize the competencies of learners concerning 
a subject or topic, making it possible to observe the aspects in which the learner 
requires some reinforcement. 

Figure 14.7 displays a Sankey diagram depicting the teachers most favored or 
followed by students, providing a visual representation of their preferences. The 
diagram also illustrates the relationships between these teachers. A Sankey diagram 
is also used to visualize students’ preferences regarding the subjects they take in their 
professional preparation. In addition, the Sankey chart is used in various contexts, 
such as finance, cyber security, criminal investigations, sales process, Web analytics, 
and supply chain management. 

Similarly, Fig. 14.8 presents a gauge chart depicting the antiquity of teachers’ 
access to the digital platform for academic task assignments. The visualization illus-
trates that teachers with lower antiquity exhibit a more extensive utilization of the 
digital platform. This same type of chart is used to visualize the time students access 
the educational resources or activities the teacher assigns on the digital platform.

Figure 14.9 displays a Treemap chart showing the most popular courses among 
students. The visualization distinctly reveals that organic chemistry, methods, and 
thermodynamics are among the most popular courses. Additionally, a Treemap can 
be used to visualize the distribution of passing students in a particular subject, unit 
or topic.

Fig. 14.7 Sankey diagram revealing the teachers most followed by students 
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Fig. 14.8 Gauge chart showing the antiquity of the teachers’ access to the digital platform

Fig. 14.9 Treemap chart showing the most popular courses among students 

Conversely, Fig. 14.10 depicts a bubble chart designed to illustrate the devices 
students employ for accessing educational courses. Notably, the visualization reveals 
that the cell phone is a predominant choice among students, registering 19,103,423 
views. The detailed information on the total visualizations for each device becomes 
visible upon clicking the respective bubble. Additionally, both the outline and the 
entire bubble adopt a darker hue. This allows teachers to make decisions and design 
and adjust the didactic material to the context of the device most used by students. In 
addition, this type of graph is also used to visualize the type of activities that are most
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Fig. 14.10 Bubble chart indicating devices used by students to visualize educational courses 

preferred or consulted by students, identifying areas for improvement in activities 
that are little consulted. 

Furthermore, Fig. 14.11 presents a word cloud chart to illustrate the courses 
most favored by students. The prominent courses identified through the visual-
ization include Object-Oriented Programming (OOP), Thermodynamics, Manufac-
turing Processes, and Database Administration. Additionally, a word cloud chart 
proves advantageous in accentuating crucial concepts within a topic, facilitating a 
swift identification of keywords within information.

The Tag cloud chart is continuously used in the educational field because it is 
beneficial for highlighting the main ideas of a topic and quickly identifying the 
keywords in some information. In addition, this type of graphic is widely used in 
visual marketing because, with the different colors and sizes of the labels or tags, it 
is easier to associate them with certain concepts. 

Figure 14.12 illustrates a doughnut chart designed to depict the courses most 
frequently downloaded by students. The visualization reveals that Thermodynamics 
is the most downloaded course, amassing 9,101 downloads. The doughnut chart is 
also useful for visualizing the subjects, types of activities, or resources most preferred 
by students and those least consulted, allowing us to identify areas for improvement.

Figure 14.13 presents a Heatmap designed to depict the courses predominantly 
accessed by students every month. Notably, the visualization reveals that, for instance, 
during October, Integral recorded the highest number of visualizations at 9,012,371, 
followed by Physics with 6,425,674 visualizations.

A Heatmap is useful for representing and analyzing large data sets and identifying 
patterns and changes. It is also valued because it allows the optimization of the 
usability of an educational website, providing information on the exact points on 
which students focus their attention based on interactions and navigation behavior. 
The most commonly used Heatmaps are based on user clicks. However, it is also 
possible to use other techniques (eye-tracking, among others) to monitor the exact
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Fig. 14.11 Tag cloud chart exhibiting the most popular courses among students

Fig. 14.12 Doughnut chart displaying the courses most downloaded by students
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Fig. 14.13 Heatmap revealing the courses most viewed by students

points of the educational website on which the student’s gaze is focused. Additionally, 
it is possible to use heatmaps to represent the movement of the mouse or how far 
down the screen the learner reaches. Furthermore, it is important to note that heatmap 
analysis is often combined with other digital tools or resources to contribute to better 
decision making. 

The visual representations were displayed on a webpage to enhance their visibility 
and analytical capabilities. These visuals were created using the AnyChart tool, 
specifically version 8.11.1. Subsequently, the succeeding section encompasses the 
primary findings, forthcoming research directions, and expressions of gratitude. 

14.6 Conclusion 

Learning Analytics involves measuring, collecting, analyzing, and presenting data 
concerning learners and their contexts to enhance understanding and optimize the 
learning process and its surrounding environments. This methodology enables the 
identification of patterns and trends within data, facilitating the generation of recom-
mendations or alerts for instructors to address programmatic issues. Additionally, 
Learning Analytics encompasses the creation of reports, graphs, and visualiza-
tions to elucidate various behaviors in the learning process. This approach aids in 
pinpointing the root causes of data patterns or trends. For instance, if exam grades 
are consistently low, Learning Analytics can identify the underlying issue, such as
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insufficient content depth. Real-time data analysis allows prompt adjustments to 
the content, contributing to improved instructional design. By scrutinizing specific 
content effectiveness, personalized feedback can be tailored, enhancing the overall 
learning experience. 

This chapter elucidates the advantages of employing Learning Analytics in 
enhancing reading comprehension. The presented case study facilitates the identifi-
cation of challenging areas for students, enabling timely interventions and targeted 
support from the institution. Such support may encompass supplementary resources 
like tutorials or study guides. Continuous monitoring of student performance allows 
institutions to discern trends and patterns, informing decisions to enhance the instruc-
tional program. Adjustments, such as curriculum modifications, increased assess-
ments, or alterations in the teaching–learning approach, can be implemented based 
on this ongoing assessment. Furthermore, Learning Analytics personalizes learning 
experiences by analyzing performance data, interests, and preferences. Organiza-
tions can then tailor learning paths, offer customized feedback, and provide resources 
tailored to the specific needs of learners. 

Learning Analytics, an evolving discipline, is reshaping educational methodolo-
gies. By meticulously collecting and analyzing student performance data, educa-
tional institutions can pinpoint areas of difficulty, monitor longitudinal progress, and 
customize learning experiences for each student. 

Examining a comprehensive set of meaningful variables in Learning Analytics 
offers profound insights into the factors influencing actively engaged users’ teaching 
and learning dynamics. This intricate analysis surpasses the limitations of basic bar 
chart data, providing a wealth of information essential for devising pedagogical 
strategies aimed at achieving specific learning objectives. 

In future work, we intend to monitor an online course, workshop, or tutorial given 
in higher education to identify areas of opportunity, such as reasons for dropout or 
failure, the most exciting topics, the type of content most visited, the most viewed 
or the least viewed, and to improve the content, among other aspects. 
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Chapter 15 
Improving Home Loan Predictions: 
A Fusion of PCA, Decision Tree 
and Random Forest Approaches 

S. S. Thakur , Soma Bandyopadhyay , Sudip Kumar Bera, 
and Mahika Thakur 

Abstract Loan default happens when a borrower receives funds from banks but 
fails to refund the loan. Debt is commonly utilized by individuals to acquire assets 
like homes and vehicles that would otherwise be unaffordable. As global economies 
become more interconnected and interdependent, the demand for capital has signif-
icantly increased. Loans can offer financial benefits when used wisely, but they also 
pose notable challenges. The last decade saw a surge in retail, small and medium-sized 
enterprises (SME), and commercial borrowers, with rising defaults impacting finan-
cial institutions. In this proposed research, the authors aim to develop a predictive 
model for identifying potential loan defaulters in the consumer lending sector. Dataset 
from Kaggle i.e. loan prediction based on customer behavior in .CSV format has been 
used which contains valuable data on previous client behavior, including demo-
graphic characteristics of each customer and a target variable indicating loan default 
or non-default. Principal Component Analysis (PCA) is used in our work which 
identifies principal components and helps in dropping features of less importance. 
Leveraging this data, our objective is to forecast the credit risk of new consumers 
and distinguish between higher-risk and lower-risk individuals. The result shows that 
89% accuracy has been achieved using Random Forest (RF) classifier which is bit 
higher than the accuracy of Decision Tree (DT) classifier which is 88%. This analysis 
would assist financial institutions in making informed decisions when acquiring new 
customers, enabling them to effectively manage risk and optimize lending strategies.
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15.1 Introduction 

In today’s global scenario, individuals worldwide depend on banks for providing with 
loans to overcome financial constraints and accomplish personal goals. The dynamic 
nature of the economy and intensifying competition in the financial industry have 
made loan acquisition a necessity. Furthermore, banking institutions of all sizes 
depend on lending activities to generate profits, manage their operations, and navi-
gate financial challenges. A substantial portion of banks’ revenue is derived from 
loans provided to customers. Interest is levied on these loans that are disbursed to 
customers. Thus, loans serve as a primary income source for banks, with a signifi-
cant portion of their assets stemming from the interest earned on these loans. While 
lending loans offers substantial benefits for both borrowers and lenders, it is not 
without risks. These risks primarily manifest credit risk signifies the potential for a 
borrower to default on their loan obligations [1]. The credit lending sector within 
the banking industry has experienced significant expansion, driven by both estab-
lished banks and a wave of emerging credit start-ups. This growth has coincided with 
fierce competition among these players. However, the surge in loan applications and 
borrowing has also led to a rise in bad credit losses, posing challenges for lenders. 
Credit loans are monetary provisions furnished by financial institutions to individ-
uals. These loans are typically repayable within a specified period, with or without 
interest. Commonly, these loans must be paid back within a designated timeframe, 
either with or without an additional cost known as interest. They are pursued for 
a range of reasons, such as personal expenditures, educational costs, medical bills, 
vacations, and business necessities [2]. The primary goal of banks is to invest their 
assets in customers considered to be low-risk. 

Currently, numerous banks follow a loan application process that involves verifi-
cation and validation steps. However, no bank has been able to provide a guarantee 
regarding the safety of a customer selected for a loan application [3]. The increase 
in loan defaults is one of the factors contributing to the financial crisis in banking 
sector, resulting in tighter regulations being implemented for loan approval. The 
importance of forecasting loan defaults has grown due to banks’ efforts to comply 
with laws and regulations, extend credit to qualified clients, decrease credit risks for 
ineligible clients, and optimize the efficiency of their application procedures. Effec-
tive credit risk management plays a vital role in ensuring a bank’s enduring viability 
and expansion, given that lending constitutes a fundamental pillar of the banking 
industry. Over the past few years, the rise in customer loan risk coupled with the 
worsening impact of the pandemic has resulted in an elevated level of customer 
default risk. As a result, financial institutions and banks are now placing significant 
research emphasis on identifying high-risk customers. Customer creditworthiness 
serves as the benchmark for evaluating loan amounts and interest rates, making the
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swift identification of customer information a prominent research area [4]. Due to 
advancements in the banking sector, there has been an upsurge in loan applications 
from individuals. However, banks have limited resources and can only grant loans 
to a select few. Therefore, determining the eligible candidates who pose lower risks 
for the bank has become a standard procedure. 

Nowadays, numerous banks and financial firms assess loan applications through 
a regression process of authentication and validation. However, there is still no guar-
antee regarding the selection of the most deserving and suitable applicant from among 
all the applicants. In recent times, there has been a persistent rise in reported instances 
of financial fraud in India. These frauds, compared to traditional methods, have seen a 
significant increase in terms of frequency, complexity, diversity, and financial impact. 
As a result, these matters raise substantial worries for regulatory authorities. The 
strength and stability of a nation’s financial infrastructure are pivotal in shaping the 
appeal of its economy for potential investments. In addition to this they function as 
markers of the citizens’ welfare, safety, and quality of life. As a result, when the 
banking sector grapples with heightened levels of Non-Performing Assets (NPAs), 
it becomes a crucial issue as it reflects the financial challenges faced by borrowing 
customers. The Indian economy is significantly affected by these challenges. Signif-
icant number of individuals apply for loans on a daily basis, seeking funding for 
various purposes. However, not all applicants are genuine, and not everyone can be 
approved for credit. Therefore, it is of utmost importance to assess the associated 
risks by carefully analyzing the demographic data of the applicants [5]. The approval 
of loans in financial organizations presents challenges that impact the efficiency of 
the financial process, mostly due to inaccurate prediction or inadequate data. As a 
result, banks strive to minimize credit risks by conducting thorough evaluations of 
loan statuses to mitigate potential issues. In this context, accurate estimation based on 
given data and collected information play significant role. The field of data mining, 
especially machine learning, presents a hopeful strategy for providing accurate and 
prompt determinations regarding the approval or rejection of loans. The main aim 
of this research work is to explore the method of loan prediction through the utiliza-
tion of diverse machine learning methods. Various machine learning approaches like 
Decision Trees and Random Forest can be employed to forecast the suitable candi-
date eligible for a loan. In addition to these machine learning techniques mentioned 
above, statistical technique Principal Component Analysis (PCA) has been applied 
in the dataset which contributes in dimensionality reduction. 

The subsequent sections of this paper are organized in the following manner. 
Section 15.2 provides a concise literature review of prior research conducted on 
loan evaluation and credit risk assessment. The proposed methodology was included 
in Sect. 15.3. Section 15.4, outlines the model development which includes PCA, 
Decision Tree and the Random Forest approaches. The results and discussion have 
been explained in Sect. 15.5. Finally, Sect. 15.6 provides the concluding remarks.
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15.2 Literature Review 

Lee undertook a research investigation to assess the efficiency of credit scoring 
through the application of two data mining methods: classification and regression 
Tree (CART), and multivariate adaptive regression splines (MARS). To assess the 
practicality and efficacy of employing CART and MARS to develop models for credit 
scoring. a credit scoring task is conducted using a dataset from a bank’s credit card 
records. The focus of the study primarily revolves around utilizing demographic 
variables as independent variables in the analysis [6]. Ince and Aktan explored credit 
scoring and assessed a bank’s credit card policy by utilizing four separate method-
ologies. To evaluate the viability and effectiveness of these methods, a credit scoring 
exercise is performed using a dataset extracted from a bank’s credit card records. This 
research examines the effectiveness of credit scoring models, emphasizing on both 
conventional approaches and artificial intelligence methods. The examined tradi-
tional methods encompass discriminant analysis and logistic regression, whereas 
the artificial intelligence approaches comprise neural networks (NNs) and classifi-
cation and regression trees. By conducting experimental analyses using real-world 
datasets, the results revealed that both classification and regression trees, along with 
neural networks, showcase enhanced performance in contrast to the conventional 
credit scoring models. Particularly, these models excel in predictive accuracy and 
demonstrate a reduced occurrence of Type II errors. This research highlights the 
potential benefits of leveraging artificial intelligence techniques for credit scoring, 
indicating their ability to enhance predictive accuracy and improve decision-making 
in the credit assessment process [7]. 

M. V. J. Reddy and B. Kavitha introduced a method to predict class labels 
using NNs by incorporating attribute relevance analysis. A notable advantage of 
this approach lies in its capacity to minimize the necessary neural network units. By 
doing so, the prediction speed for new data instances can be increased. The proposed 
technique involves utilizing attribute relevance analysis to identify and eliminate 
irrelevant attributes from being used as inputs to the neural network. A simple neural 
network was utilized by the authors to assess how well this method performs in 
predicting class defaulters. The obtained results indicate the feasibility and effec-
tiveness of this approach [8]. In their research, Odeh et al. employed the fuzzy 
simplex generic algorithm, a multi-objective optimization algorithm, to formulate 
decision rules for forecasting loan defaults within a representative credit institution. 
The data used in this research were sourced from the loan database of customers 
within the Seventh Farm Credit District. The results suggest that, among the top five 
rules, a consistently dependable indicator of default status is a low working capital 
percentage. This means that a company experiencing challenges in meeting its day-
to-day operational funding requirements would likely struggle to fulfill its debt obli-
gations, making default highly probable. Furthermore, the outcome highlights that 
a poor repayment history which is characterized by low refund capacity and low 
owners’ equity, should be given significant consideration during credit assessments.
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If both of these factors are significantly lower in comparison to the credit institu-
tions’ database, it could strongly suggest a likelihood of default [9]. Zhou and Wang 
conducted a study where they enhanced the original Random Forest algorithm by 
allocating weights to Decision Trees and employing a weighted majority approach 
for prediction. They demonstrated that this weighted majority approach improved the 
performance of Random Forests. Regarding overall accuracy and balanced accuracy, 
it outperformed other classifiers like SVM, KNN, and C4.5 [10]. 

Kemalbay and Korkmazoğlu conducted a survey on a dataset comprising 2331 
randomly selected customers. The dataset included binary explanatory variables that 
were highly correlated with each other. Their objective was to model for deter-
mining the approval status of customers’ housing loan applications. To address the 
issue of multicollinearity among the categorical explanatory variables and predict the 
binary response using logistic regression, researchers proposed the implementation 
of categorical PCA. This approach allowed them to effectively handle the multi-
collinearity problem and improve the predictive power of the logistic regression 
model [11]. Archana Gahlaut and her colleagues conducted credit risk prediction 
through the utilization of classification mining models. The dataset used in their 
study was obtained from the dataset contributed by Hans Hofmann and available on 
the UCI Machine Learning data repository. It comprises various variables, including 
Credit, Balance_credit_acc, Rate, Duration, Occupation, Age etc. Based on the anal-
ysis of the graph, the area covered under the curve they concluded that Random Forest 
outperformed other algorithms in terms of predictive classification modeling. On the 
contrary, the Neural Network did not perform well for both datasets. In conclusion, 
the study suggests that among the various algorithms, Random Forest stands out 
as the most promising choice for constructing an effective predictive classification 
model for the given risky credit prediction task [12]. 

Tariq et al. conducted a comprehensive study on predicting loan default and devel-
oped a methodology that incorporated KDD, CRISP-DM, and SEMMA techniques. 
After careful consideration and evaluation of various schemes, they selected the most 
promising approach for estimating loan default in the financial sector. This chosen 
scheme achieved a precision of 79.8%. However, it was deemed unsuccessful due 
to its unfavourable ROC score and inadequate performance in the specific area of 
interest [13]. Obare et al. conducted research focusing on loan default in Kenya, 
employing a logistic regression model to assess instances of nonpayment for indi-
vidual loans. The research employed a mathematical analysis procedure that consid-
ered the characteristics of borrowers as indicators of loan default. The prototype 
achieved a precision of 77.27 and 73.33% for the training and test data respectively. 
The logistic regression model demonstrated a precision of 84.40% for the train statis-
tics and 82.44% for the test statistics. However, a major drawback of this model was 
its high rate of false positives, indicating a significant number of incorrect predictions 
for loan nonpayment [14]. 

In the research conducted by Suliman Mohamed Fati, a comparison is made 
between three widely recognized machine learning algorithms: logistic regres-
sion, Decision Tree and Random Forest. The results strongly indicate that logistic 
regression outperforms the other two algorithms across various evaluation metrics,
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including accuracy, precision, recall, F1 score, and AUC. These findings underscore 
the importance of carefully selecting the appropriate algorithm for loan status predic-
tion. Logistic regression clearly stands out as the preferred choice due to its excep-
tional predictive capabilities. The significance of these results further reinforces the 
value of employing Logistic regression for accurate and reliable loan status predic-
tions [15]. C. N. Sujatha et al. implemented a model for predicting loans using three 
different algorithms: Decision Tree, logistic regression, and K-Nearest Neighbors 
(K-NN). The researchers achieved an accuracy of 84.55% using logistic regression. 
However, the accuracy obtained with Decision Tree and K-NN were 70.73% and 
65.04% respectively [16]. 

Doko et al. explored various machine-learning techniques, including logistic 
regression, Decision Tree, Random Forest, support vector machines (SVM), and 
neural network, to classify credit risk data. Their findings revealed that maximum 
accuracy was achieved using the Decision Tree model, both with and without scaling, 
when dealing with imbalanced data. The next best performing models were Random 
Forest and linear regression [17]. Kokate et al. developed an automated credit score 
classification technique for customers using several machine learning algorithms, 
comprising gradient boosting, Random Forest, and the integration of feature selec-
tion techniques with Decision Trees. The goal was to accurately classify customers 
as either valid or invalid for loan purposes. In this model, the Decision Tree algo-
rithm attained an accuracy level of 80%. To further improve the accuracy, a gradient 
boosting model with a voting classifier algorithm was trained and employed. The 
voting classifier algorithm merged the Decision Tree and gradient boosting tech-
niques, allowing them to work together as an ensemble learner. This ensemble learner 
employed either a weighted vote with the highest weight or the average of predicted 
probabilities, referred to as a soft vote, to make predictions regarding the class labels 
within the dataset [18]. 

In research carried out by Adebiyi et al., an Artificial Neural Network (ANN) 
algorithm was utilized to create a loan prediction system. The researchers collected 
user information from Igboora Micro Finance Bank, including the credit history of 
the users with this bank. The results of their study indicated that the developed system 
achieved an impressive accuracy rate of 92%. This high accuracy demonstrates the 
system’s ability to effectively anticipate whether a loan applicant is prone to default 
on repayment or not. Additionally, this prediction system exhibited the capability 
to identify loans that have a high risk of becoming bad debtor payments. The find-
ings of this study provide evidence of the system’s strong predictive performance 
and its potential to assist in making informed lending decisions [19]. B. R. Puneeth 
applied various machine learning techniques, including logistic regression, Decision 
Trees, Random Forest, and XGBoost, to forecast loan-related information. However, 
regardless of the different methods used, the accuracy achieved so far remains limited 
to 81.17% [20]. In their research, Luo et al. explored the utilization of a Deep Belief 
Network (DBN) in conjunction with Restricted Boltzmann Machines to address the 
credit scoring challenge. They compared the classification performance of DBN with
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three other techniques: Multinomial Logistic Regression (MLR), Multilayer Percep-
tron (MLP), and Support Vector Machine (SVM). The authors utilized a collection 
of CDS data to evaluate the performance in corporate credit rating [21]. 

15.3 Proposed Methodology 

In this work, we have used a dataset namely “loan-prediction-based-on-customer-
behavior” from Kaggle which is in .CSV format. This dataset comprises of 252,000 
records and includes 13 significant attributes were employed to address the loan 
prediction problem, which involves binary classification to determine whether the 
applicant qualifies for a loan or not. The block diagram of our proposed system for 
home loan prediction is depicted in Fig. 15.1.

Pre-processing activities were executed, encompassing exploratory data anal-
ysis to grasp attribute interconnections, addressing missing values, and detecting 
and eliminating outliers. This study encompasses thirteen primary explanatory 
factors. These variables are Id, Income, Age, Experience, Married/Single, House_ 
Ownership, Car_Ownership, Profession, City, State, Current_Job_years, Current_ 
House_Years and Risk_Flag. Label encoder is employed for converting categorical 
data of Married/Single and Car_Ownership into numerical data while for House_ 
Ownership column one-hot encoder is used to convert it into numerical data. The 
snapshot of data frame with all the attributes is depicted in Fig. 15.2. Similarly, for 
Profession, City and State are categorical attributes, they also need to be converted 
into numerical data. From the data frame it can be observed that Id, Income, Age, 
Current_Job_years, Current_House_Years and Risk_Flag its type is integer, whereas 
the remain six attributes namely Experience, Married/Single, House_Ownership, 
Car_Ownership, Profession, City, State are of object type.

Figure 15.3 illustrates the specifics of the dataset. Figure 15.4 depicts the Marital 
status of the individuals who applied for loans. It has been observed that out total 
252,000 loan customers, 226,272 customers are Single, whereas 25,728 customers 
are married.

Figure 15.5, shows the House_Ownership status and can be observed that out 
total 252,000 customers, 231,898 customers lived in rented accommodation, 12,918 
customers lived in their owned accommodation and rest 7184 customers are living in 
norent_noown accommodation. Figure 15.6 shows the Profession details and can be 
observed that in total there are 51 Professions, along with 5957 Physician and details 
of other profession are also mentioned. Figure 15.7 shows City details and can be 
observed that in total there are 317 cities, out of which the city Vijayanagaram has 
1259 loan applicants and other details are shared.

Figure 15.8, shows State details and can be observed that that in total there are 29 
states and each state e.g. Uttar_Pradesh has 28,400 loan holders. In the next section, 
we are going to discuss about Principal Component Analysis, Decision Tree classifier 
and Random Forest.
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Fig. 15.1 Block diagram of the proposed home loan prediction system
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Fig. 15.2 Snapshot of data frame with all the attribute

15.4 Model Development 

All experiments conducted in this work were done on a host with an AMD Ryzen 
5 5600U CPU with Radeon graphics 2.30 GHz, 16 GB of RAM/512 GB SSD with 
× 64-based processor. The software environment is performed under Windows 11 
OS, using Pandas, Matplotlib, Sklearn and Graphviz framework which corresponds 
to Python 3.10.12 version. 

15.4.1 Principal Component Analysis 

Principal Component Analysis (PCA) is a frequently used method to reduce the 
dimensions of large datasets. Its objective is to convert a collection of multiple vari-
ables into a smaller subset that maintains a significant portion of the pertinent infor-
mation found in the initial dataset. Although dimensionality reduction sacrifices a 
certain degree of accuracy, the key concept is to trade some accuracy for simplicity. 
By reducing the number of variables, PCA facilitates easier exploration, visual-
ization, and analysis of data. It also improves the efficiency of machine learning 
algorithms by eliminating extraneous variables. As the number of principal compo-
nents matches the count of variables in the data, these components are constructed 
in a way that the first component captures the maximum possible variance present 
in the dataset. In summary, PCA aims to reduce the quantity of variables within a 
dataset while retaining a significant amount of valuable information. For this work, a
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Fig. 15.4 Marital status

Fig. 15.5 House_ 
Ownership status
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Fig. 15.6 Profession details

dataset named “loan-prediction-based-on-customer-behavior” in CSV format which 
is available on Kaggle is used. This dataset comprises 252,000 records and includes 
13 significant attributes as shown in Fig. 15.2. 

Step 1: Standardization 

The initial step involves standardizing the range of continuous variables. Prior to 
employing PCA, standardization is vital due to the technique’s sensitivity to the 
variances inherent in the original variables. If there are significant differences in the 
ranges of the initial variables, those with larger ranges will have a greater influence 
compared to those with smaller ranges. This dominance of variables with larger 
ranges can introduce bias and result in skewed outcomes.
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Fig. 15.7 City details

Fig. 15.8 State details
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The equation used to calculate the standard deviation is shown in Eq. (15.1), 
z-score is shown in Eq. (15.2): 

standard deviation =
/∑

(xi − x)2 

N 
(15.1) 

where, 
xi = data values in the set. 
x = mean of the data. 
N = number of data values 

z = value − mean 
standard deviation 

(15.2) 

Hence, the transformation of data onto comparable scales through standardization 
helps mitigate this issue and ensures fair representation of all variables in the PCA 
analysis as shown in Fig. 15.9. During training the Risk_Flag has been dropped from 
the dataset as it is an independent variable. 

The ‘Label_Encoder’ is used to transform categorical variables ‘Married/Single’ 
and ‘Car_Ownership’ into numerical labels. This transformation likely maps each 
unique category in these columns to an integer. The ‘OneHotEncoder’ is used to 
perform one-hot encoding on the ‘House_Ownership’ column. It is a technique used 
to convert categorical variables as binary vectors, where each vector becomes a binary 
feature column. 

Step 2: Covariance Matrix Computation 

The purpose of computation of the covariance matrix is carried out to assess the 
manner in which variables within the dataset vary in relation to each other, with the 
goal of identifying any relationships or correlations between them. This analysis helps 
to determine if certain variables contain redundant or overlapping information due to 
high correlation. Insights into the interdependencies and patterns among the variables

Fig. 15.9 Data transformation 
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can be gained by calculating the covariance matrix, enabling the identification and 
understanding of the underlying relationships within the data. 

Step 3: Computation of Eigenvectors and Eigenvalues 

After computing covariance matrix, its eigenvectors and eigenvalues are calculated to 
identify the principal components. The eigenvectors signify the directions or axes in 
the dataset space, while the eigenvalues representing the extent of variance explained 
by each eigenvector. The eigenvectors are sorted based on their corresponding eigen-
values in descending order. This sorting ensures that the principal components, which 
capture the most variance, are ranked first. The desired number of principal compo-
nents is chosen based on the amount of variance one aims to preserve within the 
dataset. 

Typically, the top-k eigenvectors that explain a significant portion of the total 
variance are selected. The data is transformed by performing a matrix multiplication 
of the original data with the selected eigenvectors. This transformation projects the 
data onto the new coordinate system defined by the principal components as shown 
in Fig. 15.10. 

Step 4: Feature Vector 

The feature vector, as mentioned refers to a matrix comprising of the remaining 
principal components, after discarding certain components with low significance. 
These remaining components capture the most significant variance in the dataset and 
are considered important for further analysis or modeling. 

At this stage, a choice is made whether to retain all of these components or 
eliminate those with lower significance (manifesting as low eigenvalues), resulting

Fig. 15.10 Plot showing principal component versus explained variance 
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in the creation of a vector matrix comprising the remaining ones, referred to as 
the feature vector. Here we have decided to discard three components i.e. City_ 
count, State_count and Profession_count from the dataset, as these features are less 
important and doesn’t contribute much as they have low eigen values. In this work, 
we retain the remaining principal components as our feature vector. 

Step 5: Transform the Data Along the Axes of the Principal Components 

In this step, the aim is to use the feature vector formed using the eigenvectors of the 
covariance matrix, and to reorient the data from the original axes to the ones repre-
sented by the principal components, hence the name Principal Component Analysis. 
This can be accomplished by performing multiplication of the transpose of the initial 
dataset, with the transpose of the feature vector, as demonstrated in Eq. (15.3). 

Feature = FeatureVectorT × StandardizedOriginalDataSetT (15.3) 

StandardizedOriginalDataSet refers to the original dataset after it has been stan-
dardized. Standardization is a preprocessing step mostly used in machine learning 
and data analysis, and to transform the features of the dataset to obtain a mean value 
of 0 and a standard deviation of 1. This raw dataset containing our observations and 
features, which include columns such as income, age, experience, marital status, etc. 

The important features are shown in Fig. 15.11, now the dataset comprises of 
252,000 entries along with 8 columns i.e. important features which is used for training 
the proposed model. 

Fig. 15.11 Dataset with 8 features
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15.4.2 Decision Tree 

Decision Trees find application as versatile tools utilized for tasks involving both 
classification and regression. These structures resemble like an inverted tree-like 
flowchart, with root node at the top and subsequent nodes branching out through 
feature-based splits. This tree-like structure allows for easy visualization of the 
decision-making process. In practical terms, Decision Trees can be thought of as 
a collection of if-else statements. At each node, a condition is evaluated, and based 
on the result, the tree follows the appropriate branch to the next connected node. 
This process continues until a leaf node is reached, providing us the final decision 
or prediction based on the path followed through the tree as shown in Fig. 15.12, i.e. 
Decision Tree using Gini index.

In Figs. 15.12 and 15.13, the blocks serve as visual aids to illustrate the hierarchical 
structure of decision trees and how nodes are separated within the tree. Each block 
represents a node in the decision tree, with lines connecting them to show the flow of 
decision-making, starting from the root node until it reaches to the leaf nodes. The 
blocks in the figures represent decision nodes where specific conditions or features 
are evaluated to determine the path the tree takes. These conditions help to partition 
the data into subsets depending on the values of the features. The separation of nodes 
in the tree reflects, how the decisions are made based on the features of the dataset.

In Fig. 15.12, the Decision Tree using the Gini index, likely employs the Gini 
impurity measure to evaluate the purity of a node. The Gini index which measures 
the probability of incorrectly classifying a randomly chosen element, if they were 
randomly classified based on the distribution of labels in the node. It is commonly 
used in decision tree algorithms, especially in classification tasks. 

In Fig. 15.13, the Decision Tree was generated using Information Gain and 
Entropy, which utilizes information gain and entropy measures to decide the splitting 
criteria at each node. Information gain quantifies the decrease in entropy achieved 
by partitioning the data based on a particular feature. Entropy, in this context, repre-
sents the uncertainty or disorder in the dataset. The decision tree algorithm aims to 
minimize entropy at each split, resulting in more homogeneous subsets. 

The objective of machine learning is to minimize uncertainty and disorder within 
datasets, and Decision Trees are employed for this purpose. Entropy quantifies the 
uncertainty or disorder present in a dataset. By using entropy, the impurity of a 
specific node can be assessed. However, it remains unclear whether the entropy of 
the parent node or a specific node has decreased. To address this, a new metric called 
“Information Gain” is introduced as shown in Fig. 15.13, i.e. Decision Tree using 
Information Gain and Entropy. Information Gain quantifies the decrease in entropy 
achieved through data division based on a specific feature. It serves as a decisive 
factor in selecting the attribute to be used, as the decision node or root node in the 
Decision Tree. Information Gain provides insights into how much the parent node’s 
entropy has diminished after the split, helping determine the optimal feature for 
creating decision boundaries and improving overall predictive accuracy.
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The ID3 algorithm, which stands for Iterative Dichotomiser, utilizes entropy to 
determine Information Gain. The Information Gain IG(A) of an attribute A with 
respect to a set S is shown in Eq. (15.4) and calculated as: 

IG(A) = Entropy(S) −
∑

(|Sv|/|S|)| ∗  Entropy(Sv) (15.4) 

where Sv is the subset of examples in S for which attribute A has the value v. 
The summation is taken over all possible values v of attribute A. By calculating 
the Information Gain for each attribute, the ID3 algorithm identifies the attribute 
that provides the most useful and discriminative information for splitting the data. 
This attribute is chosen as the splitting attribute, and the tree is recursively built by 
repeating this process for the subsets of examples resulting from the split. 

The choice between using the Gini index or information gain/entropy, which 
depends on the specific requirements of the problem and the available characteristics 
of the dataset. Both metrics aim to minimize impurity in the resulting nodes, but they 
may behave differently under various conditions. Therefore, the depiction of deci-
sion trees using different metrics in Figs. 15.12 and 15.13 allows for a comparative 
understanding of how different splitting criteria influence the structure and decision-
making process of the tree. It provides insights into the trade-offs and considerations 
involved in selecting appropriate metrics for constructing decision trees based on the 
dataset and problem domain. 

Advantages of using Decision Tree is that, it is easy to interpret, and computa-
tionally efficient, which can handle both numerical and categorical data. 

Disadvantages are prone to overfitting, sensitive to small variations in the data, 
lack of robustness. 

15.4.3 Random Forest 

In the realm of data science, Random Forest stands out as a widely favored and exten-
sively employed algorithm. As a supervised machine learning algorithm, it finds 
extensive usage in both classification and regression tasks. This algorithm functions 
by creating multiple Decision Trees on different samples from the dataset, and by 
then combining their predictions through majority voting for classification or aver-
aging for regression. The working principle of Random Forest is shown in Fig. 15.14. 
A key advantage of the Random Forest algorithm is its ability to handle datasets, 
which comprises of both continuous and categorical variables. This flexibility of 
RF makes it suitable for a diverse range of applications, as it can effectively handle 
various types of data. In classification problems, it can accommodate categorical 
variables, while in regression tasks, it can handle continuous variables. This versa-
tility contributes to the widespread adoption and effectiveness of Random Forest in 
real-world scenarios. The Random Forest algorithm in machine learning operates on 
the principle of ensemble learning. Ensemble learning involves combining multiple
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models to make predictions, as opposed to relying on a single model. In case of the 
Random Forest algorithm, a collection or ensemble of models, specifically Decision 
Trees, is utilized to generate predictions. Each Decision Tree within the Random 
Forest is trained using distinct subsets of the dataset, ensuring diversity among the 
models. When making the predictions, the Random Forest algorithm combines the 
predictions from all the individual Decision Trees through methods such as majority 
voting in classification or averaging in regression. This process can be divided into 
two stages. In the initial stage, a random selection of “k” features is made from a 
pool of “m” total features to construct the Random Forest. In this stage, the following 
steps are followed: 

Stage1: K features are selected among m features where k < m. Subsequently, 
node “d” is determined by utilizing the optimal split obtained from the selected 
“k” features. This node is split into daughter nodes using the best split. Then the 
forest is constructed by iteratively repeating the aforementioned steps “n” times, 
resulting in the creation of “n” trees. 

Stage2: Test features are utilized with the decision rules from each randomly gener-
ated Decision Tree to foresee the outcome. These predicted outcomes are then 
recorded and saved. After that the total number of votes for each predicted target is 
computed. Ultimately, the predicted target with the highest number of votes is adopted 
as the final output generated by the Random Forest (RF) algorithm. Figure 15.14 
depicts the Decision Tree 1 of Random Forest, where Current_Job_Yrs has been 
selected as a root node for splitting the data. 

Figure 15.15 depicts the Decision Tree 2 of Random Forest, where experience has 
been selected as a root node and Fig. 15.16 depicts the Decision Tree 3 of Random 
Forest, where Income has been selected as a root node for splitting the data and tree 
generation. By leveraging the collective wisdom of multiple models, the Random 
Forest algorithm (RF) enhances prediction accuracy and robustness. The ensemble 
nature of the Random Forest enables it to capture a wider range of patterns and 
effectively handle complex datasets. This approach has made the Random Forest

Fig. 15.14 Decision Tree 1 of Random forest 
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Fig. 15.15 Decision tree 2 of Random forest 

Fig. 15.16 Decision tree 3 of Random forest 

algorithm a powerful tool in machine learning with numerous applications across 
various domains. 

Advantage of using Random Forest are reduced overfitting compared to individual 
decision trees, improved accuracy, robust to noise and outliers. Disadvantage include 
less interpretable than individual decision trees, higher computational complexity. 

15.5 Results and Discussion 

A Confusion Matrix serves as a valuable tool in machine learning, for assessing the 
effectiveness of a classification model. It provides a breakdown of true positives, 
true negatives, false positives, and false negatives, offering deep insight into the
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Fig. 15.17 Confusion 
matrix for binary 
classification 

model’s performance and the potential for enhancing predictive accuracy. Essentially, 
a Confusion Matrix takes the form of an N × N matrix, where N represents the total 
number of target classes within the classification problem. The matrix serves as a 
means to compare the model’s predictions with the actual target values, offering a 
comprehensive perspective on the classification model’s overall performance and the 
types of errors it may be prone to. In cases of binary classification, such as a “yes” 
or “no” scenario, a 2 × 2 matrix is employed, as shown in Fig. 15.17, with 4 values: 

We can notice that the target variable encompasses of two distinct values: Positive 
and Negative. The columns of the Confusion Matrix correspond to the actual values 
of the target variable, while the rows correspond to the predicted values of the target 
variable. In this context, let’s elaborate on the significance of TP (True Positives), FP 
(False Positives), FN (False Negatives), and TN (True Negatives), which are pivotal 
terms within a Confusion Matrix. 

True Positive (TP) 

This occurs when the model’s prediction matches with the actual value or class. In 
the context of binary classification, it means that the actual value was positive, and 
the model correctly predicted it as positive. 

True Negative (TN) 

This happens when the model’s prediction aligns with the actual value or class. 
Specifically, in binary classification, it signifies that the actual value was negative, 
and the model accurately predicted it as negative. 

False Positive (FP)—Type I Error 

FP takes place when the model falsely predicts a positive value. In binary classifi-
cation, this translates that the actual value being negative, but the model incorrectly 
predicting it as positive. FP is also referred to as Type I Error, indicating an erroneous 
positive prediction. 

False Negative (FN)—Type II Error 

FN occurs when the model erroneously predicts a negative value. In binary classifica-
tion, this means that the actual value was positive, but the model incorrectly predicted 
it as negative. FN is known as Type II Error, signifying an incorrect negative predic-
tion. It can be observed from Fig. 15.18 i.e. the Confusion Matrix of Decision Tree 
which indicates that there are 40,994 TP values, 3385 TN values, 3207 FP values 
and 2814 FN values.
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Fig. 15.18 Confusion 
matrix of decision tree 

It can be observed from Fig. 15.19 i.e. the Confusion Matrix of Random Forest 
which indicates that there are 39,785 TP values, 4839 TN values, 4416 FP values 
and 1360 FN values. 

The accuracy of the model can be calculated using the formula as mentioned in 
Eq. (15.5). 

Accuracy = (TP + TN)/(TP + FP + TN + FN) (15.5) 

In addition to this, it is important to calculate the precision and recall as shown 
in Eq. (15.6), and Eq. (15.7). Precision tells us, how many of the correctly predicted 
cases actually turned out to be positive. 

Precision = TP/(TP + FP) (15.6) 

This would determine whether our model is reliable or not. Recall tells us, how 
many of the actual positive cases we are able to predict correctly with our model. 
And here’s how we can calculate Recall: 

Recall = TP/(TP + FN) (15.7)

Fig. 15.19 Confusion 
matrix of random forest 
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In practice, when we try to increase the precision of our model, the recall goes 
down, and vice-versa. The F1-score captures both the trends in a single value as 
shown in Eq. (15.8). 

F1-score = 2/(1/Recall + 1/Precision) (15.8) 

The F1-score is a statistical metric that serves as the harmonic mean of precision 
and recall. It offers a consolidated perspective on these two critical performance 
metrics and reaches its maximum value when precision equals recall. However, when 
the interpretability of the F1-score is lacking, it implies that it becomes challenging 
to discern whether our classifier is prioritizing precision or recall. In such cases of 
poor interpretability, it becomes unclear whether the classifier is favoring precision 
by minimizing the false positives or recall by minimizing the false negatives. This 
ambiguity can make it difficult to make informed decisions about the classifier’s 
performance, as we cannot precisely determine whether it’s striking the right balance 
between precision and recall or leaning more towards one of these metrics. Therefore, 
a clear understanding of the context and goals of the classification problem is essential 
to choose the appropriate evaluation metric and interpret the F1-score effectively. 
Figure 15.20, shows the classification report of Decision Tree classifier with an 
accuracy of 88%. Figure 15.21, shows the classification report of Random Forest 
classifier with an accuracy of 89%. 

Decision Trees (DT) and Random Forest (RF) are popular algorithms available 
in machine learning, which are especially used for classification tasks. While Deci-
sion Trees offer simplicity and interpretability, Random Forest enhances predictive 
performance through ensemble learning. 

Upon comparing the accuracy metrics, Random Forest generally outperforms 
Decision Trees due to its ensemble nature. Precision, recall, and F1-score metrics 
further validate the superiority of Random Forest in capturing both positive and 
negative cases effectively. Random Forest’s ensemble approach mitigates overfitting 
and variance, contributing to its superior performance. The aggregation of multiple 
decision trees leads to improved generalization and robustness in handling complex 
datasets and diverse patterns.

Fig. 15.20 Classification report of decision tree classifier
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Fig. 15.21 Classification report of random forest classifier

Finally, in this work comparative analysis has been done by comparing the 
performance of Decision Tree classifier with Random Forest using a receiver oper-
ating characteristic curve (ROC curve), that shows how well a classification model 
performs, which helps us to see how the model makes decisions at different levels 
of certainty. The receiver operating characteristic (ROC) curve is a graphical repre-
sentation of how well a classification model performs, providing insights into the 
model’s decision-making process across different confidence levels. It is a valu-
able evaluation metric primarily used in case of binary classification problems. The 
ROC curve is essentially a probability curve that plots the true positive rate (TPR) 
against the false positive rate (FPR) at various threshold values. Its main purpose is 
to effectively differentiate the ‘signal’ from the ‘noise’ in classification outcomes. In 
simpler terms, the ROC curve illustrates how well a classification model distinguishes 
between positive and negative cases across a range of decision thresholds. 

The Area under the Curve (AUC) is a numerical measure derived from the 
receiver operating characteristic (ROC) curve as shown in Fig. 15.22. It quanti-
fies the classifier’s ability to discriminate between the two classes, serving as a 
concise summary of the ROC curve’s performance. A higher AUC value indicates 
better overall model performance in binary classification, with a value of 1 indicating 
perfect discrimination, and a value of 0.5 indicating no discrimination (equivalent to 
random guessing).

AUC values range from 0 to 1, with higher values indicating superior model 
performance in distinguishing between positive and negative classes. An AUC value 
of 1, signifies that the classifier can flawlessly differentiate between the two classes. 
Conversely, an AUC value of 0 implies that it cannot make this distinction, effectively 
predicting all positives as negatives and vice versa. When AUC falls within the range 
of 0.5 to 1, it demonstrates the classifier’s capacity to effectively discern positive 
and negative class values. Typically, it detects more True Positives and True Nega-
tives than False Positives and False Negatives. An AUC value of 0.5 suggests that 
the classifier performs no better than random guessing, indicating it either predicts 
randomly or assigns a constant class to all data points.
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Fig. 15.22 ROC curve

Optimizing the threshold in classification models allows for customization based 
on specific requirements, and trade-offs between False Positives and False Nega-
tives. Adjusting the threshold enables fine-tuning the model’s behavior to align with 
the desired objectives and risk tolerance. By exploring different threshold values, 
stakeholders can evaluate the trade-offs between precision and recall according to 
the application context. For instance, in loan default prediction, prioritizing recall 
may lead to more conservative lending decisions, while emphasizing precision could 
reduce the risk of misclassifying non-defaulters. 

15.6 Concluding Remarks 

In a ROC curve, the choice of threshold is critical, as it determines the balance 
between False Positives (FP) and False Negatives (FN). The threshold can be adjusted 
to optimize the model’s performance based on the specific problem requirements 
and the desired trade-off between these two types of errors. It can be observed from 
Fig. 15.22, i.e. ROC curve plot shows that Random Forest (RF) performs better than 
the Decision Tree (DT). 

Finally, the comparative analysis has been done, which are based on the prediction 
results of both the algorithms i.e. Decision Tree (DT) classifier and Random Forest 
(RF), along with its accuracy and error rate. Based on the accuracy of the proposed 
developed system, it may be integrated in the banking industry in Indian subcontinent, 
as the dataset used for training and testing the model, contains the data from the Indian 
banking sector.
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Fig. 15.23 Income versus Risk_Flag 

Figure 15.23 shows the plot of Income versus Risk_Flag for the dataset used in 
this work. It can be observed from the data that the customers who defaulted in 
Loan payments, out of which top 5 defaulters are the customers who belongs to 
high income group. Financial institution’s must be very conscious with customers 
of high-income group before lending any loans, and may use our developed system 
for predicting which customer may default on a loan before lending. 

Examining the relationship between income levels and loan default risk reveals 
insights into customer behavior and financial risk dynamics. Factors such as income 
stability, debt levels, and spending patterns influence the likelihood of loan default, 
requiring nuanced risk assessment strategies. Financial institutions can refine risk 
assessment strategies by considering income-related variables alongside other demo-
graphic and financial indicators. By segmenting customers based on income tiers, 
lenders can tailor risk scoring models and lending criteria to mitigate default risks 
effectively. 

Integrating predictive models into the banking industry offers opportunities for 
enhancing risk management practices and improving decision-making processes. By 
leveraging advanced analytics, financial institutions can optimize loan underwriting, 
credit risk assessment, and portfolio management strategies. The predictive model 
can support various applications within financial institutions, including loan approval 
processes, credit scoring, and portfolio optimization. By incorporating predictive 
analytics into operational workflows, banks can streamline processes, minimize risks, 
and enhance profitability. 

Future research can focus on advancing predictive modeling techniques, exploring 
innovative features, and incorporating external data sources to enhance model accu-
racy and predictive power. Investigating novel algorithms and methodologies can 
address existing limitations and drive innovation in credit risk management. Recog-
nizing the limitations inherent in the study, such as data biases, model assumptions, 
and scalability concerns are crucial for ensuring the reliability and applicability of 
the predictive models in real-world settings. Addressing these limitations through 
rigorous validation and sensitivity analysis strengthens the credibility and robustness 
of predictive models.
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Finally, based on the comparison results and the analysis of advantages and disad-
vantages, it offers clear recommendations for the use of decision tree and random 
forest methods in identifying loan defaulters. By considering the factors such as 
dataset characteristics, computational resources, interpretability requirements, and 
the desired level of predictive accuracy are important factors in this context. Providing 
guidance on when to prefer one method over the other, or when to use them in 
combination for improved performance. 

By addressing these aspects comprehensively, the analysis provides valuable 
insights into the performance, implications, and future directions of predictive 
modeling in the banking industry. 
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Chapter 16 
Classification of Upper Body Fits Using 
Fit Models 

Juan Carlos Leyva López , Otto Alvarado Guerra, Itzel Juárez Sánchez, 
and Raúl Oramas Bustillos 

Abstract The fit model defines the body measurements a garment retail company 
has determined and expresses the proportional relationships between body parts that 
are basic to achieving the company fit. Fit refers to how clothing conforms or differs 
on a person’s body. A company’s fit is an essential factor that sets its products apart 
from those of other companies. This implies that, usually, garments of the same 
size but from a different brand have different fits. This chapter applies a fuzzy set 
and linear regression-based classification method to find the upper body fits of a 
simulated target population for developing women’s swimwear design for one of 
Mexico’s largest apparel retailers. Six upper body parts were classified from very 
loose to very tight, including the neutral level concerning size M. In this work, we set 
up a supervised learning model to classify body measurements according to expert 
perceptions of women’s upper body fits. We define a classification function for each 
body position. Considering the vagueness and imprecision of expert perceptions, we 
classify data of each classification function into five levels using fuzzy techniques. 
The results will help develop a body-sizing system for garment design adapted to 
the Mexican population. 
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16.1 Introduction 

Manufacturers use fit models to base their apparel sizing designations [1]. It is worth 
noting that the visual evidence showed a significant difference in fit, highlighting the 
inconsistency in size designation and body dimensions among manufacturers. This 
further emphasizes the challenge of defining the perfect size height. 

In order to create a sizing system and select a fit model, a company uses propor-
tional relationships among body measurements, or key dimensions, to achieve the 
desired fit [2, 3]. The fit model represents the body dimensions necessary to achieve 
proportional clothing. Fit refers to garment conformity or deviation from the body. 
A clothing brand can distinguish its products from its competitors by establishing its 
own company fit. As a result, it is unlikely that clothes of the same size from different 
companies will fit the same way. Tamburrino [4] noted that body dimensions vary 
considerably among manufacturers, industry divisions, and countries from which fit 
model measurement specifications and size are designated in women’s wear. 

The fit of a garment on a person’s body is an important aspect to consider in 
clothing design [5–7]. “Fit” refers to how well the clothes conform to the wearer’s 
body [8]. Analyzing body fit has become particularly crucial in meeting the needs 
of a specific population in garment design and mass customization [9]. Accurately 
classifying the population is essential in designing and producing ready-to-wear 
products such as swimwear. 

The evaluation of how well a garment fits the body can be conducted using various 
methods, including live, scanned, or parametric fit models [10, 11]. It’s essential that 
the assessment of garment fit for both real and virtual garments is the same [12]. In a 
virtual environment, the body is represented as a parametric and scanned body model, 
which is based on body measurements and silhouettes of a live human being [13–15]. 
A parametric human body is a digital model based on user-specified body size inputs, 
and it’s usually integrated into CAD systems for garments such as Gerber, Lectra, and 
Optitex [16]. As a result, clothing engineering researchers are increasingly focusing 
on developing virtual prototyping for garments [17, 18]. 

Currently, body measurements are used to obtain information about body sizes 
and fit. During an anthropometric survey, various important body measurements can 
be taken on individuals [19]. However, different body positions can have varying 
morphological features [20], making the existing classification criteria imprecise 
and inadequate for achieving a specific body fit [21]. 

The current classifications of body types primarily use traditional statistical 
methods [22–24]. However, these methods have certain limitations. A statistical 
analysis employing body measurements has been developed to address these limita-
tions. Using statistical analysis to categorize body shapes makes it possible to identify 
the anthropometric characteristics of each body shape and group them into several 
categories with interrelationships. Discriminant analysis can be used to determine 
classification criteria [25, 26]. Statistical analysis methods have also been used to 
establish an appropriate size system to fit most customers [27] and describe body 
dimensions for product design purposes.
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A significant advantage of statistical analysis is the objective classification of body 
shape based on anthropometric measurements. Based on statistical analysis, objec-
tive measures can uncover anthropometric differences between body types. However, 
in garment design, designers tend to use descriptive terms like loose, neutral, tight, 
etc., to describe body fits. Unfortunately, classical methods often fail to produce satis-
factory results as they are ineffective in processing human perception. Fuzzy tech-
niques are appropriate for dealing with imprecise and vague perceptions described 
by conventional linguistic terms used [28–30]. 

This chapter examines the size charts of one of Mexico’s largest retailers of 
clothing, home goods, jewelry, and beauty products. The company caters to the family 
market and provides size charts based on standard body measurements such as XS, 
S, M, L, and XL. Their ranges appeal to all genders and ages, so their market has 
maintained their size range. This size chart, constructed for contemporary women’s 
standard sizing, is based on the international sizing system XS-XXL. The size charts 
reproduce the larger average size of modern Mexican women. It also suggests the 
shape of the Mexican body. This kind of chart is utilized for various types of clothing. 
These size charts for young contemporary women reflect the anthropometric body 
of a young modern woman today. In this work, we are interested in the medium size 
M. 

The study aimed to develop an objective body-fit classification process inte-
grating three-dimensional anthropometric measurements, expert visual assessments, 
and statistical analysis. The proposed method introduced linguistic variables that 
represent the degree of fitness of a garment on a woman’s body of size M, which are 
analyzed using a fuzzy method. The study effectively integrated the visual assess-
ments of three-dimensional simulated data of women’s upper bodies by an expert 
panel into statistical analysis techniques. The body fits were accurately identified by 
utilizing linear regression (LR). A novel and efficient method for classifying women’s 
upper body fits was proposed in this study, which provides a proper fit for designing 
mass-customized swimwear for Mexican women users. 

The chapter is organized into several sections. Section 16.2 describes the materials 
and methods used in this study, while Sect. 16.3 focuses on human body fit modeling. 
In Sect. 16.4, we discuss the proposed body fit classification method. Section 16.5 
presents an illustrative example of how the proposed model can be used to classify 
simulated human bodies. Section 16.6 presents future trends. Section 16.7 includes 
a summary of our findings and suggestions for future research. 

16.2 Materials and Methods 

This section discusses the selection of upper body measurements for garment design. 
Then, we set up the key dimensions of the upper body. Next, we set up the charac-
teristic indices of the upper body fit. Afterward, we set up the sensory evaluation by 
experts of body fit.
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16.2.1 Subjects 

Three-dimensional body-simulated data of 150 women were employed to classify 
upper body fit parts. The simulated subjects were selected by using simple stratified 
random sampling regarding fit. 

16.2.2 Selection of Upper Body Measurements 

In this section, we present two data acquisition methods, including upper human body 
measurements and sensory evaluation on body fits, performed by expert company 
staff according to their professional knowledge. For this purpose, an experiment was 
designed. The acquired data were mathematically formalized to set up a model in 
the following sections. 

This paper focuses on women’s swimwear design; for this reason, we only need 
the measurement related to women’s upper body positions. However, the general 
principle can be easily applied to different body positions and types of garments. 

As shown in Table 16.1, nine body dimensions were chosen based on a litera-
ture review and a discussion with a group of company experts; the stature dimen-
sion is fixed. The women’s bodies were simulated based on the definitions of body 
measurements in the International Organization for Standardization (ISO) 8559 [31] 
for garment construction and corresponding anthropometric dimensions. The length 
dimensions of the bodies were also considered. Finally, a view of the simulated 
bodies was obtained using the Clo3D software.

16.2.2.1 Recognition of Key Dimensions of the Upper Body 

3D anthropometric data has many upper body data points, but only key dimensions are 
relevant for a particular population and garment [32]. The upper body measurements 
include both vertical and horizontal dimensions. The vertical dimensions consist of 
stature (S), front waist length (FWL), back waist length (BWL), neck shoulder point 
to breast point (NB), and body rise (BR). The horizontal dimensions include chest 
girth (CG), waist girth (WG), hip girth (HG), abdomen girth (AG), and back width 
(BW). 

In this study, we identified ten key upper body dimensions crucial for swimwear 
design. These dimensions are measured in centimeters and represent a quantitative 
measuring vector for a specific human body. It can be defined as MEASURE = 
(S, FWL, BWL, NB, BR, CG, WG, HG, AG, BW). Their descriptions are listed in 
Table 16.1. 

Only key measurements are significant in garment design for achieving a specific 
body fit and garment. For swimwear design, selecting key dimensions will effectively 
classify the upper body fits of different consumers.
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Table 16.1 Key dimensions to effectively classify the upper body fits of different consumers 

Measurement Abbr Description Diagram 

Front waist length FWL The distance from the neck shoulder 
point, over the nipple, then vertically 
straight to the front waist 

Back waist length BWL The distance from the 7th cervical 
vertebra, following the contour of the 
spinal column, to the waist 

Neck shoulder point to breast point NB The distance from the neck shoulder 
point to the breast point 

Chest girth CG The maximum horizontal girth 
measured during normal breathing 
with the subject standing upright, and 
the tape measure passed over the 
shoulder blades, under the armpits 
(axillae), and across the nipples 

Waist girth WG The girth of the natural waistline 
between the top of the hip bones and 
the lower ribs 

Back width BW The horizontal distance across the 
back measured half-way between the 
upper and lower scye levels 

Hip girth HG Circumference of the hip at its widest 
point

(continued)
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Table 16.1 (continued)

Measurement Abbr Description Diagram

Abdomen girth AG Keeping the tape measure straight and 
parallel to the ground with the subject 
standing, the circumference is taken, 
passing through the protruding hip 
bones around the fattest part of the 
tummy 

Body rise BR The vertical distance measured using 
the measuring stand, between the 
waist level and the crotch level

16.2.3 The Characteristic Indices of the Upper Body Fit 

When designing garments, the ratios and differences between body measurements are 
more important than the actual measurements. This is especially true when classifying 
body fits for people of different heights [22]. Based on the garment size standard and 
expert analysis, we have selected 13 upper body indices as follows. 

1. Waist fit index (wf ): The index wf describes the entire waist fit. 

wf1 = 
WG 

S 
(16.1) 

wf can reflect the fat or thinness of the waist, and the higher the wf value, the 
plumper the waist looks. 

2. Hip fit indices (hf ): Hip fit can be described by the combination of a difference 
hf1, and the ratios hf2, and hf3. 

hf1 = HG − WG, hf2 = 
HG 

S 
, hf3 = 

BR 

S 
(16.2) 

hf1 can describe the flat level of the hip, and the higher hf1 value is, the more 
raised the hip is. hf2 can describe the fat or thin level of the hip, and the higher 
hf2 value is the plumper hip looks. 

3. Abdomen fit indices (af ): Abdomen fit can be described by a difference af1, and 
a ratio. af2. 

hf1 = HG − WG, hf2 = 
HG 

S 
, hf3 = 

BR 

S 
(16.3)
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af1 can describe the flat level of the abdomen. The higher af1 the value is, 
the more convex the abdomen is. af2 can describe large or small levels of the 
abdomen; the higher af2 value is, the plumper abdomen looks. 

4. Chest fit indices (cf ): Three ratios describe bust fit. 

cf1 = 
CG 

WG 
, cf2 = 

CG 

S 
, cf3 = 

NB 

S 
(16.4) 

5. Back fit indices (bf ): The indices bf1 bf2 describe the entire back fit. 

bf1 = BW − WG, bf2 = 
BW 

S 
(16.5) 

The index bf1 reflects the harmony of the upper body. The index bf2 can reflect 
the small or significant level of the back; the higher the bf2 value, the wider the 
back looks. 

6. The trunk fit indices (tf ): Two ratios tf1, tf2 are used to describe the proportion 
of body fit. 

tf1 = 
FWL 

S 
, tf2 = 

BWL 

S 
(16.6) 

tf1 and tf2 can describe the trunk proportion; the higher the value, the longer 
the trunk seems. 

These indices are calculated using body measurements and accurately repre-
sent how well a garment fits. They also allow for further studies, such as body 
fit classification. 

Since each index approximately satisfies the normal distribution, it can be 
normalized by the following z-score normalization method. 

x' = 
(x − X ) 

σ 

where x is the initial data, x' is the normalized data, X is the mean of data, and σ is 
the standard deviation. 

Initial symbols denote all the normalized indices and let the set of body indices 
be assigned as follows: 

SI = {wf1, hf1, hf2, hf3, af1, af2, cf1, cf2, cf3, bf1, bf2, tf1, tf2} 

The set can effectively describe the human upper body fit and facilitate the 
performing of further studies such as upper body fit classification.
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16.2.4 Identification of Experimental Samples 

It can be challenging to form accurate classes due to the limited amount of data avail-
able and the complex and time-consuming measuring process. In this experiment, 
150 simulated women were selected and measured randomly. 

It is essential to ensure that the results of the simulated experimental samples 
can be extrapolated to the population by checking their validity and representative-
ness, given that the number of samples is much smaller than the target population. 
According to the general features of human body data, the practical method is normal 
distribution examination. 

A group of data x1, x2, . . . ,  xn, xi, i = 1, 2, . . . ,  n, is an outlier if it satisfies:
|
|xi − X

|
| > 3σ 

where X is the mean of data and σ is the standard deviation. From the index values 
calculated from the initial body measurements, we found seven outliers. 

With the index values, we determined Q-Q plots (Q-Q plot is a scatter plot on which 
the quantiles of the standard normal distribution are taken as horizontal coordinates, 
and the sample values are taken as vertical coordinates). The sample data related to 
the index values roughly satisfy the normal distribution if all the points on the Q-Q 
plot approximately lie on a line whose slope is the standard deviation and intercept 
is the mean value, whereas if all points lie on a line, the data have an exact normal 
distribution. The Q-Q plots of the index values of the sample data are shown in 
Fig. 16.1.

The results of Q-Q plots show that these data roughly satisfy normal distributions 
except for a few kurtosis deviations. Ultimately, 143 sets of characteristic indices 
will be used as experimental samples. 

16.2.5 Sensory Evaluation of Body Fits 

In this work, we acquire garment experts’ knowledge by using the sensory evaluation 
technique. Visual perception is regarded as a key human perception in garment design. 

Sensory evaluation was applied to obtain the designers’ subjective experience 
of garment design. The study categorized body positions into five sensory classes 
based on the visual perception of designers on body fit. These classes are “Very 
Loose (VL),” “Loose (L),” “Neutral (N),” “Tight (T),” and “Very Tight (VT).“ The 
evaluation scores were then expressed utilizing a linguistic level of {VL, L, N, T, 
VT}. 

In our study, the sensory experiment aimed to acquire design knowledge by 
evaluating simulated human bodies and obtaining the relations between body fits.
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Fig. 16.1 Q-Q plots of index values of the sample data
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Table 16.2 The descriptors and signs describing upper body fits 

Table position Abbr Very loose Loose Neutral Tight Very tight 

Trunk fit TF TF(VL) TF (L) TF (N) TF (T) TF (VT) 

Back fit BF BF (VL) BF (L) BF (N) BF (T) BF (VT) 

Chest fit CF CF (VL) CF (L) CF (N) CF (T) CF (VT) 

Waist fit WF WF (VL) WF (L) WF (N) WF (T) WF (VT) 

Hip fit HF HF (VL) HF (L) HF (N) HF (T) HF (VT) 

Abdomen fit AF AF (VL) AF (L) AF (N) AF (T) AF (VT) 

16.2.5.1 Description of Related Concepts 

Before the experiment, we need to give basic descriptions of related concepts. As 
we are interested in the design of medium size women’s swimwear only, six upper 
body positions are considered (described in the experiment), and each body position 
can be evaluated using five scores: “Very Loose (VL),” “Loose (L),” “Neutral (N),” 
“Tight (T ),” and “Very Tight (VT ).“ Their combinations lead to 15,625 upper body 
fits, described using the descriptors and signs of Table 16.2. 

16.2.5.2 Sensory Panel and Training 

A panel of experts with fashion design backgrounds carried out the sensory exper-
iment since we needed to set up a decision support system. The panel is composed 
of five experts. Before the evaluation session, all panelists were invited to follow 
instructions on the experiment’s primary purpose, evaluation techniques and proce-
dures, and interpretation of related concepts. The training session organized for 
the panelists took about one hour. This session was training body fit recognition 
by observing virtual pictures of 3D body generating, which helped panelists form 
unified recognition criteria. 

The purpose of the present experiment was to classify the M-size body that effec-
tively fits different simulated women according to the knowledge of expert panelists 
in garment design. Experts visualized how well a size M swimsuit fits a woman’s 
body cataloged to wear size M clothes, in each of the six parts that the upper part of 
the human body is divided, using the linguistic assessment scale {VL, L, N, T, VT}. 

The trainer showed the panelist two 3D-modeled bodies; the first was with the 
company’s ideal body measurements (the fit model) for the medium size, and the 
second took the measures of 143 different women’s bodies within the medium 
size range. Both models were shown dressed in simple, modern swimsuits. When 
comparing the model with ideal measurements for the swimsuit (first) and the model 
with changing measures (second), the expert evaluated and determined the label that 
best described it according to the expert criteria. The specific labels to classify the 
parts of the bodies were very loose, loose, neutral, tight, and very tight.
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Based on how the garment’s fabric puckers or stretches on each part of the body, 
the expert determined if the swimsuit was “very loose,” “loose,” “neutral,” “tight,” 
or “very tight” on the body part the expert was viewing. Then, the expert checked 
the box corresponding to the part of the body visualized with the determined label. 

The following text provides a comprehensive outline of the experimental design. 
For our sensory experiment, we have opted for discriminative tests due to their 
appropriateness. 

The discriminative testing of sensory experimental design for garment design 
involves several key steps to ensure accurate and reliable results. Here is a detailed 
description of the steps involved in this process: 

1. Selection of Panelists: The decision-maker, with the analyst’s support, chose 
a panel of five experts with backgrounds in fashion design or garment fitting. 
The panelists had a keen eye for detail and a good understanding of garment 
construction and fit. 

2. Training Session: The analysts conduct a training session for the panelists before 
the evaluation session. The training covered the primary purpose of the experi-
ment, evaluation techniques, procedures, and interpretation of related concepts. 
This session helped panelists form unified recognition criteria for evaluating body 
fits. 

3. Presentation of Stimuli: The analyst showed the panelists visual stimuli, such 
as 3D-modeled bodies wearing swimwear, to evaluate body fit. They presented 
two models simultaneously: one with ideal body measurements for the specific 
M-size (fit model measurements) and the other with measurements from various 
individuals within the same size range. 

4. Evaluation Process: The analysts asked panelists to compare the two models 
and determine how well the swimwear fits each body. They used a linguistic 
assessment scale (very loose, loose, neutral, tight, very tight) to classify the fit 
of different body parts, such as trunk fit, back fit, chest/bust fit, waist fit, hip fit, 
and abdomen fit. 

5. Data Collection: Each panelist’s evaluations for the different body positions 
and fit descriptors were recorded. The analyst ensured that the evaluations were 
consistent and based on the predefined criteria discussed during the training 
session. 

6. Analysis of Results: The sensory evaluation data were analyzed to identify 
patterns and trends in how panelists perceive body fits. The analysts looked for 
areas of agreement or disagreement among panelists to understand the variability 
in sensory perceptions. 

7. Integration with Body Measurements: The analysts combined the sensory 
evaluation results with body fit measurements to create a comprehensive clas-
sification of body fits. This integration helped to develop a more accurate and 
design-oriented overall classification of body fits for swimwear design. 

8. Validation and Iteration: The analysts validated the results obtained from the 
sensory experimental design by comparing them with other expert opinions.
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16.2.5.3 Evaluation of Sensory Experiment of Different Body Position 
Fits 

Five panelists were invited to the experiment, and 3D virtual body fit pictures were 
randomly generated for the 143 subjects selected for body fit measurements. As the 
evaluation procedure is very time-consuming and easy to tire people, we suggest that 
each panelist evaluate only one of six key upper body positions. 

During the experiment, each body position was classified into five sensory classes 
based on the visual perception of 143 3D human samples. Figure 16.2 shows typical 
example images of various sensory classes. 

In this way, each specific body fit belongs to one of the five sensory classes for 
each body position. These evaluation results (sensory body fit classification) were 
combined with the body fit measurements-based classification to perform a more 
accurate and significant design-oriented overall classification of body fits.

Fig. 16.2 Typical example images of various sensory classes 
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16.3 Modeling of the Human Body Fits 

In this section, we will create a body fit classification model using body fit 
measurements most sensitive to the expert’s perception. 

16.3.1 Classification Model of Upper Body Fits 

Note that the waist classification function depends only on the characteristic index 
of the waist fit. Nevertheless, not all indices can express their fit in the upper body 
position. Consequently, we should find the most appropriate classification function 
to model the classification of body fits. 

Any upper body fit can be expressed by a 6-dimensional body fit vector bf = 
(HF, WF, AF, TF, BF, CF). There are 15,625 potential medium-size body fits. In 
practice, analyzing the features of human bodies reveals that medium-sized body fits 
of a particular population are only a portion of them. 

In this section, we set up a learning model to classify medium-size body fit 
measurements according to expert perceptions of upper human body fit. 

In the context of classifying upper body fits in women’s swimwear design, some 
multivariable methods can be utilized, including multiple linear regression (MLR), 
Support Vector Machines (SVM), Random Forests (RF), and Neural Networks (NN). 
MLR is a valuable tool for modeling and classifying upper body fits in garment design, 
providing a systematic and data-driven approach to understanding and categorizing 
body fits. 

When comparing MLR with SVM, RF, and NN for classifying upper body fits in 
women’s swimwear design, we found several key differences and considerations: 

(i) Linear regression models provide straightforward interpretations of the rela-
tionships between input variables (body measurements) and the output (expert 
perceptions of body fit) whereas SVM, RF, and NN are often considered “black 
box” models, making it challenging to interpret how the model arrives at its 
predictions. Understanding the decision-making process and the importance of 
individual input variables may be more complex with these methods. 

(ii) Linear regression assumes a linear relationship between input variables and 
the output. While it is simple and easy to implement, it is unnecessary to use 
complex methods capable of capturing nonlinear relationships. 

(iii) Finally, MLR is computationally efficient and relatively simple to implement, 
making it suitable for datasets with a moderate number of input variables, 
whereas SVM, RF, and NN can be more computationally intensive, especially 
for large datasets or complex models. Training and optimizing these models 
may require more computational resources and time. 

In this work, we use an MLR approach for the establishment of relationships 
between multiple body measurements (such as hip fit, waist fit, abdomen fit, trunk 
fit, back fit, and chest fit) and expert perceptions of body fit.
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First, we accurately acquired the data on various dimensions of 143 simulated 
medium-sized human bodies (see Sect. 16.2.1). These measured body dimensions 
are related to six upper body positions (input data). Next, these 143 virtual human 
models dressed in swimsuits were evaluated by several experts according to their 
perceptions and experiences (output data). The classification model aims to extract 
rules that describe the relationship between input and output data. We define a classi-
fication function for each body position. Considering the vagueness and imprecision 
of human perceptions, we classify data of each classification function into five levels 
(scores) using fuzzy techniques. The different combinations of levels for all the six 
classification functions (six body positions) constitute all the possible upper body 
fits. 

The experimental results have shown that the classification model is entirely 
acceptable to experts in terms of their perception. 

16.3.1.1 The Classification of Different Upper-Body Positions 

In this section, we model the classification for each upper body position. For 
simplicity, we propose to define a unidimensional classification function and classify 
body fits with this function. 

The objective of the model is to model the parts of the body with a set of indices 
that reflect the appropriate fit of each body based on data and measurements of a group 
of randomly generated bodies. The coefficients required for the proposed equations 
corresponding to each body part and additional data necessary to evaluate how good 
each linear regression model is are shown. 

16.3.1.2 Identification of the Classification Function of Each Body 
Position 

As we know, the linear relation is the most straightforward relation between variables. 
Therefore, we create a linear link between the corresponding body fit measurement 
and the expert’s perceptions of the body fit by using linear regression analysis for 
each body position. To apply the regression equation, the linguistic evaluation scores 
on body fit (from “very loose” to “very tight”) are transformed into numbers 1–5. 

We set up a linear regression Eq. (16.7) for the hip position by taking the 
three normalized hip fit indices hf1, hf2, hf3 as independent variables and the human 
perception of hip fit (HF) as the dependent variable. 

HF = k0 + k1hf1 + k2hf2 + k3hf3 + ε (16.7) 

where ε is the residual error. 
Assuming that the confidence level is γ = 95%. After introducing all the sample 

data to Eq. (16.7), we have:
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HF = −31.54735 + 0.04463hf1 + 63.26092hf2 − 23.81068hf3 (16.8) 

where the F-statistic is F = 157.1, the residual standard error RSE = 0.5623, the 
adjusted R squared value is R2 = 0.7674 and the p-value p < 2.2E-16. We can find that 
the linear regression form of all the input variables hf1, hf2, hf3 and the dependent 
variable HF are validated because the p-value is smaller than the significance level 
α. Figure 16.3a shows the residual errors of all the data.

Like the analysis on hip position, we can obtain the linear regression form of waist 
position, denoted as WF. 

WF = −19.4974 + 51.922wf1 (16.9) 

The F-statistic is F = 802.7, the residual standard error RSE =0.3495, the adjusted 
R squared value is R2 = 0.8495, and the p-value p < 2.2E-16. In this case, the linear 
regression form of the input variable wf1 and the dependent variable WF are also 
validated because the p-value is smaller than the significance level α. The residual 
plot is as Fig. 16.3b. 

The linear regression form of the abdomen fit denoted as AF satisfies: 

AF = −22.482386 + 0.003493af1 + 46.581719af2 (16.10) 

The F-statistic is F = 311.3, the residual standard error RSE =0.3506, the adjusted 
R squared value is R2 = 0.8138, and the p-value p < 2.2E-16. The linear regression 
form of the input variables af1, af2 and the dependent variable AF are validated 
because the p-value is smaller than the significance level α. The residual plot is as 
Fig. 16.3c. 

The linear regression form of the trunk fit, denoted as TF, satisfies: 

TF = −216.14 + 317.61tf1 + 589.78tf2 (16.11) 

The F-statistic is F = 321, the residual standard error RSE = 0.3711, the adjusted 
R squared value is R2 = 0.8184, and the p-value p < 2.2E-16. The linear regression 
form of the input variables tf1, tf2 and the dependent variable TF are validated because 
the p-value is smaller than the significance level α. The residual plot is as Fig. 16.3d. 

The linear regression form of the back fit, denoted as BF, satisfies: 

BF = −21.89860 − 0.01273bf1 + 109.8619bf2 (16.12) 

The F-statistic is F = 611.2, the residual standard error RSE =0.3307, the adjusted 
R squared value is R2 = 0.8958, and the p-value p < 2.2E-16. The linear regression 
form of the input variables bf1, bf2 and the dependent variable BF are validated 
because the p-value is smaller than the significance level α. The residual plot is as 
Fig. 16.3e.
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Fig. 16.3 The residual plot of the six fit functions

The linear regression form of the chest fit, denoted as CF, satisfies: 

CF = −45.1312 + 0.7148cf1 + 45.7030cf2 + 136.1133cf3 (16.13)
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The F-statistic is F = 242.5, the residual standard error RSE =0.4147, the adjusted 
R squared value is R2 = 0.8361, and the p-value p < 2.2E-16. The linear regression 
form of the input variables cf1, cf2, cf3 and the dependent variable CF are validated 
since the p-value is smaller than the significance level α. The residual plot is as 
Fig. 16.3f. 

After the application of these linear regression models, it is concluded that the 
models are reasonable, considering that they all show an explanatory capacity (R-
squared) of 70% or more, the p-value is the same in all parts of the body, and is 
relatively close to 0; therefore, the probability that these results are due to randomness 
is very low. The R-squared value is a metric used to determine the quality of the best-
fit line or the goodness of fit. A higher R-squared value indicates a better regression 
model, as it means that the model can explain most of the variation in actual values 
from the mean value. 

Section 16.2.3 defines all the symbols of body indices used in these Equa-
tions. From these results, we can conclude that the body fit at each position 
can be modeled by a classification function generated from a linear combination 
of its corresponding body indices. Therefore, one 6-dimensional body fit vector 
bf = (HF, WF, AF, TF, BF, CF) can express each upper body fit. Because the 
upper body fits explained by linguistic terms are more expressive in garment design, 
the previously defined classification functions are transformed into fuzzy sets. 

16.3.1.3 Fuzzification of the Classification Function Values 

Let the jth classification function value of the ith human body bi in the human bodies 
set B be xij (i = 1, 2, . . . ,  n; j = 1, 2, . . . ,  6). 

In our study, the classification functions take values from the set of evaluation 
scores {VL (Very Loose), L (Loose), N (Neutral), T (Tight), and VT (Very Tight)}. 

We designate the following five numerical values to get five fuzzy sets stated by 
five evaluation levels (scores). 

X (j) 1 = min{xij} 
1≤i≤n 

(16.14) 

X (j) 5 = max{xij} 
1≤i≤n 

(16.15) 

X (j) 3 = median{xij} 
1≤i≤n 

(16.16) 

hf1 = HG − WG, hf2 = 
HG 

S 
, hf3 = 

BR 

S 
(16.17) 

X (j) 4 = 
X (j) 3 + X (j) 5 

2 
(16.18)
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Fig. 16.4 Fuzzy membership functions of the upper body fit data 

Based on these values, we can express the fuzzy set in the following form: 

F̃1 = Trapezoid (0, 0, X (j) 1 , X (j) 2 ), 

F̃2 = Triangle(X (j) 1 , X (j) 2 , X (j) 3 ), 

F̃3 = Triangle(X (j) 2 , X (j) 3 , X (j) 4 ), 

F̃4 = Triangle(X (j) 3 , X (j) 4 , X (j) 5 ), 

F̃5 = Trapezoid (X (j) 4 , X (j) 5 , ∞, ∞). 

We select the median value rather than the mean value because the extreme values 
cannot influence it and don’t always change with the sample change. 

Each classification index value xij (i = 1, 2, . . . ,  n; j = 1, 2, . . . ,  6) can be 
expressed by a vector based on the five fuzzy sets F̃1, F̃2, F̃3, F̃4, F̃5, each having a 
triangle or trapezoidal membership function (Fig. 16.4). 

The vector of membership degrees of xij, also called fuzzy distribution, is denoted 
as, (μ (1) ij , μ  (2) ij , μ  (3) ij , μ  (4) ij , μ  (5) ij ), where μ (k) ij is the membership degree of the function 
value xij(i = 1, 2, . . . ,  n; j = 1, 2, . . . ,  6) to the fuzzy set F̃k (k = 1, 2, . . . ,  5). 

According to the Maximal Membership Principle, xij is affected by F̃k∗ if μ (k∗) 
ij = 

∨n 
k=1{μ (k) ij }. The five fuzzy sets F̃1, F̃2, F̃3, F̃4, F̃5 constitute the standard model base 

on the body fits. 

16.3.2 The Classification of the Upper Body Fits 

According to the above discussion, the fit of each body position concerning a garment 
of a predetermined size can be classified using the five fuzzy sets F̃1, F̃2, F̃3, F̃4, F̃5. 

From the simulated human body data obtained in experiments (body dimensions) 
and (body fit evaluation), we get the five key numerical values of the membership 
functions for each classification function as follows (Table 16.3).
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Table 16.3 The five key numerical values of each classification function 

HF WF AF TF BF CF 

X1 0.2181 1.1389 1.3215 0.2714 1.0152 0.561 

X2 1.6670 2.0675 2.1615 1.6051 1.9858 1.777 

X3 3.1159 2.9961 3.0015 2.9387 2.9564 2.993 

X4 4.2463 3.9414 3.8553 3.8951 4.0291 4.1199 

X5 5.3767 4.8867 4.7091 4.8514 5.1018 5.2460 

For example, for the waist fit (WF): 

X (2) 1 = 1.1389, X (2) 2 = 2.0675, X (2) 3 = 2.9961, X (2) 4 = 3.9414, X (2) 5 = 4.8867 

The following five values can be used to express the fuzzy sets: 

F̃1 = Trapezoid (0, 0, 1.1389, 2.0675), 
F̃2 = Triangle(1.1389, 2.0675, 2.9961), 
F̃3 = Triangle(2.0675, 2.9961, 3.9414), 
F̃4 = Triangle(2.9961, 3.9414, 4.8867), 
F̃5 = Trapezoid (3.9414, 4.8867, ∞, ∞). 

According to the proposed fuzzification method, each classification function can 
be transformed into a fuzzy value. Then, we set up a discrete information system 
(data table) in which the overall six classification functions are taken as conditional 
attributes for modeling the upper body fits. Using the equivalent classification method 
of the information system, all the body fits are separated into 143 classes according 
to the fits of 6 upper body positions. The generated body fits in the whole population 
are somewhat distinct. The computational details can be shown in the illustrative 
example of Sect. 16.5. 

16.3.3 Proof of the Model 

Our study categorizes body fits for garment design, meeting designers’ perception 
criteria. Consequently, the model’s validity is established by whether the model 
output is consistent or compatible with the designers’ perception criteria. 

Figures 16.5, 16.6, 16.7, 16.8, 16.9 and 16.10 display the distribution graphs 
of the model output and perception criterion for the different body parts. The two 
distributions appear quite similar, but a more precise analysis is needed to confirm 
this. The intuitive analysis is not accurate enough, so further validation using a 
quantized method is required.
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Fig. 16.5 Comparison between results of the model and human perceptions of waist fit 

Fig. 16.6 Comparison between results of the model and human perceptions of hip fit

On analyzing the proposed model, it is observed that all the error results are 
less than 0.1. This indicates that the model’s output is quite close to the perception 
criterion, on average. Based on this analysis, it can be inferred that the model shows 
a robust ability to categorize body fits. 

This validation is performed on the population of 143 simulated human models 
created in Sect. 16.2.1. The results of the classification model and the panelist’s 
evaluation of fits of various body positions are shown in Figs. 16.5, 16.6, 16.7, 16.8, 
16.9 and 16.10.
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Fig. 16.7 Comparison between results of the model and human perceptions of abdomen fit 

Fig. 16.8 Comparison between results of the model and human perceptions of trunk fit

The difference between the two results is expressed by the Model_Error formula, 
whose definition is as follows. 

Let the set of all results delivered by the model be X = {x1, x2, ..., xn}, and the 
set of panelists’ perceptions be Y = {y1, y2, ..., yn}. The criterion of Model_Error is 
defined as
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Fig. 16.9 Comparison between results of the model and human perceptions of back fit 

Fig. 16.10 Comparison between results of the model and human perceptions of chest fit

Model_Error(X , Y ) = 

[
|
|
|
/

n∑

i=1 
(xi − yi)2 

n 

in this equation, all the results xi, yi ∈ {1, 2, ..., 5}. 
The values of the Model_Error for all the body positions are listed in Table 16.4.
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Table 16.4 The values of the Model_Error for each body position 

Waist fit Hip fit Abdomen fit Trunk fit Back fit Chest fit 

Model error 0.0836 0.4181 0.0836 0.2508 0.0836 0.2508 

All these errors are no more than 0.4, meaning that the error of human data is 
lower than 0.4 level of 5 (< 10%) on average. Therefore, we can believe that the 
proposed model is acceptable. 

16.4 Discussion 

Various garment size systems are used to create clothing in a wide range of sizes 
for different body types. However, these sizes are still based on the average body 
measurements of a specific population. When it comes to water activities, the garment 
must fit the body perfectly and provide support to particular body parts. However, 
achieving a high level of fit for clothing models of different sizes and body types 
using only traditional clothing size systems and 3D construction methods can be 
challenging. 

Swimwear customers often request customized clothing more than non-swimwear 
customers. A cost-effective mass-customized production system can provide suitable 
swimwear for customers. 

In this study, the upper body fits of swimwear women users were investigated for 
a better-fit design using six upper body positions, five vertical key dimensions, and 
five horizontal key dimensions collected from 143 simulated swimwear users. The 
anthropometric measurements can be confidently utilized as reference data to design 
standard suit patterns for the identified body fits. The current study is limited by the 
range of stature for Mexican women users. In this study, the defined height for a 
Mexican woman was 1.65 m. 

A group of experts visually categorized the body shapes of 143 computer-
generated female models into six distinct types. However, it is important to note that 
the accuracy of visual classification may be influenced by various factors, including 
the number of people on the panel, their level of experience, and the volume of simu-
lated data that needs to be classified. Therefore, it is recommended that objective 
criteria be used to differentiate one body fit from another. 

This study aimed to develop a standardized method for categorizing women’s 
upper body fits using three-dimensional body-simulated data. It introduced linguistic 
variables that describe the body fit and found important linguistic variables for each 
body type using objective measurements from three-dimensional simulated body 
data.
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In the first part of this work, we acquire garment experts’ knowledge using the 
sensory evaluation technique. In our study, the sensory experiments aimed to develop 
design knowledge by evaluating simulated upper human bodies. Expert participants 
were presented with two 3D simulated models generated simultaneously; the first had 
the ideal body measurements for a size medium (the fit model measurements), and 
the second took measures of 143 different simulated women’s bodies within the size 
medium range. Both models were shown dressed in a simple modern style swimsuit 
and compared the model with ideal measurements for the swimsuit (first) and the 
model with changing measures (second). The expert evaluated and determined the 
label that best described it according to the expert criteria. The specific labels to 
classify the parts of the bodies were very loose, loose, neutral, tight, and very tight. 

In the work’s second part, we set up a supervised learning model to classify 
body measurements according to expert perceptions of upper human body fits. We 
define a classification function for each body position. Considering the vagueness and 
imprecision of human perceptions, we classify data of each classification function 
into five levels (scores) using fuzzy techniques. The different combinations of levels 
for all the six classification functions (six body positions) constituted all the possible 
upper body fits. 

The body fit at each position was modeled by a classification function gener-
ated from a linear combination of its corresponding body indices. Therefore, one 
6-dimensional body fit vector bf = (HF, WF, AF, TF, BF, CF) expressed each 
upper body fit. Because the upper body fits described by linguistic terms are more 
meaningful in garment design, the previously defined classification functions were 
transformed into fuzzy sets. The fit of each body position was classified by using five 
fuzzy sets. Then, we set up a discrete information system (data table) in which the 
overall six classification functions are taken as conditional attributes for modeling 
the upper body fits. 

16.5 An Illustrative Example 

To validate the proposed supervised learning model to classify body measurements 
according to expert perceptions of women’s upper body fits, we applied it to the 
design of women’s swimwear for a specific body fit. The aim is to validate whether 
the model can offer a suitable classification for a particular body fit. 

We give an example of swimwear design for two specific simulated human bodies 
(body_1 and body_2). To do so, we randomly selected two human bodies from 
the target population, and their 3D body images are presented in Fig. 16.11. The  
measuring vector for the 3D body image is as follows.

We obtain the nine key dimensions for the simulated human bodies, body 1, and 
body_2 (Fig. 16.11), and these two measure vectors are as in Tables 16.5 and 16.6.
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(a) body_1                             (b) body_2 

Fig. 16.11 3D pictures of two simulated bodies

Table 16.5 Measure body 1 

FWL BWL NB CG WG BW HG BR AG 

(36.7367, 41.5764, 26.6756, 92.9498, 65.7411, 38.4858, 84.0637, 23.9646, 93.7376) 

Table 16.6 Measure body 2 

FWL BWL NB CG WG BW HG BR AG 

(36.9934, 41.4367, 26.1070, 86.8896, 70.9254, 36.6578, 85.7236, 23.4260, 100.7047) 

All units are in “cm” 

We compute these two simulated human bodies’ upper body index values using 
Eqs. (16.1)–(16.6) of Sect. 16.2.3. 

Using these body index values and Eqs. (16.8)–(16.13) of Sect. 16.3.1.2, we obtain 
the body fit vectors of these two human bodies (body_1 and body_2). 

Body_1: 

HF WF AF TF BF CF 

bf_body_1 = (2.0006, 2.0020, 2.0041, 3, 4.0002, 3.0003)
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Body_2: 

HF WF AF TF BF CF 

bf_body_2 = (3.0005, 3.0021, 4.0043, 3, 3.0002, 2.0002) 

According to the proposed classification algorithm (Sect. 16.3.2), the classifica-
tion functions can be fuzzified as. 

HF WF AF TF BF CF 

Fuzzyfy(bf_body_1) = (F2, F2, F2, F3, F4, F3) 

HF WF AF TF BF CF 

Fuzzyfy(bf_body_2) = (F3, F3, F4, F3, F3, F2) 

Therefore, two body fits can be identified as follows. 
The upper body fit of body_1 is (HF(L), WF(L), AF(L), TF(F), BF(T ), CF(F)), 

meaning that the M-size garment is loose on the hip, waist, and abdomen, fits on the 
trunk and chest, and is tight on the back of the body. 

The upper body fit of body_2 is (HF(F), WF(F), AF(T ), TF(F), BF(F), CF(L)), 
meaning that the M-size garment fits on the hip, waist, trunk, and back, is tight on 
the abdomen, and is loose on the chest of the body. 

These results show we can easily compare two body fits even if their statures 
differ. For example, The M-size garment fits better on body_2 than on body_1 at the 
hip, waist, and back. 

16.6 Future Trends 

This chapter explains a commonly used method (Multiple Linear Regression) for 
analyzing the relationship between multiple body fit measurements, such as hip fit, 
waist fit, abdomen fit, trunk fit, back fit, and chest fit, and expert perceptions of body 
fit. This method aims to highlight the significance of knowing the distribution of 
various body fit dimensions, which is crucial when designing clothing. The variations 
in body fit dimensions are carefully analyzed to identify correlations. 

The method used in this study to classify the upper body fits of women’s swimwear 
design involved establishing a correlation between multiple body fit measurements 
and expert perceptions of body fit, based on linear relationships. It is important to 
note that not all anthropometric body fit dimensions and the expert’s perceptions 
of the body fit necessarily have linear relationships for each body position. For 
instance, waist fit measurement does not necessarily increase in proportion to the 
expert’s perception of waist fit; however, it has been observed that when waist fit 
measurement increases, the expert’s perception also increases.
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The study has provided preliminary insights into challenges and techniques for 
classifying upper body fits. Future research on the classification of upper body 
fit should be undertaken to ensure better-fitting clothing for a successful busi-
ness. Clothing manufacturers and retailers must focus on understanding consumers’ 
different body shapes, fits, and sizes to improve consumer relationship management. 
It is crucial to classify upper body fits to establish predictable patterns for a specific 
population. 

Advanced techniques, such as machine learning and neural networks, can be 
applied to better understand the relationships and patterns of body dimensions. 
Machine learning techniques can analyze non-linear relationships of body fit dimen-
sions for a specific population and make predictions to support meaningful decisions 
[33]. One advantage of using machine learning techniques is that they do not require 
prior knowledge about the data since they are non-linear statistical data modeling 
tools compared to traditional linear approaches. 

The technique explained in this chapter has illustrated the process of analyzing the 
variations of body fit dimensions in a simulated sample population. This method has 
been utilized to expose the linear relationships between multiple body fit measure-
ments and expert perceptions of body fit. However, this discovery is just a prelim-
inary step for further research, which should employ advanced machine-learning 
techniques to ascertain the cause-and-effect relationships between relevant variables. 

16.7 Conclusions and Future Research 

This chapter proposes a classification method using fuzzy set and linear regression 
to identify upper body fits for developing women’s swimwear designs for one of 
Mexico’s largest apparel retailers. Six M-size upper body parts were classified from 
very loose to very tight. 

The proposed method for classifying upper body fits can reduce the time and effort 
required while ensuring reliability and accuracy. This method is beneficial when 
dealing with large amounts of anthropometric data. By focusing on the properties 
of the human body, the proposed method successfully separates and identifies upper 
body fits. 

This study proposes an objective and efficient method for classifying body fits, 
which can be considered the primary contribution. After validation in practice, this 
method is expected to provide insights into 3D body image data for industrial practi-
tioners. Mass customization will enable them to improve garment fitness and enhance 
customer satisfaction. 

Further studies are required to investigate the effectiveness of anthropometric 
size labels. For example, if the range of size options is expanded hierarchically 
considering the body fit, current size labels would be limited. In this sense, the 
obtained results could effectively help to set up a newly studied retailer’s body-
sizing system for garment design adjusted to a Mexican target population and realize 
the concept of mass customization by developing customized garment styles using
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hierarchically extended garment sizes where at the first level, there are the nodes XS, 
S, M, L, XL, XXL and below each of them the nodes “Very Loose (VL),” “Loose 
(L),” “Neutral (N),” “Tight (T),” and “Very Tight (VT).“ 
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Chapter 17 
Regression Models for Estimating 
the Stress Concentration Factor 
of Rectangular Plates 

J. Alfredo Ramírez Monares and Rogelio Florencia Juárez 

Abstract Estimating Stress Concentration Factors (SCF) guarantees resistance and 
durability criteria in structures and design components. Failure to correctly identify 
the SCFs could lead to premature material failure. In this chapter, eight regression 
models were used to predict the SCF. The regression models were multiple linear 
regression, random sample consensus, ridge regression, LASSO regression, elastic 
net, random forest regression, support vector regression, and polynomial regression. 
The models were trained on a dataset resulting from a two-dimensional Finite Ele-
ment Analysis from the Finite Element Method for different values of the parameters: 
large, width, and circular hole radius in a tensile plate. Least squares polynomial 
equations were fitted to these design points. The performance of the models was 
compared using the MSE, RMSE, MAE, MAPE, and R2 metrics. The random forest 
regression performed the best. 

Keywords Stress concentration factor · Rectangular plates · Polynomial curve 
fitting · Artificial intelligence · Regression models · Random sample consensus ·
Ridge regression · LASSO regression · Elastic Net · Random forest regression ·
Support vector regression · Polynomial regression 

17.1 Introduction 

The distribution of elastic stress across the section of a member may be nominally 
uniform or may vary in some regular manner. When the variation is abrupt so that 
within a very short distance, the intensity of stress increases greatly, the condition 
is described as stress concentration [ 10]. A sudden change in geometry can cause a 
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localized increase in stress in a specific area. The region of geometric change is char-
acterized by significantly higher stress values. It is usually due to local irregularities 
of form, such as small holes, screw threads, scratches, and similar stress raisers. 

The analysis of stress concentrations began in 1898 with Ernst Gustav Kirsch’s. 
Linear elastic solution for stresses around a hole in an infinite plate was presented 
in [ 2]. A factor-of-three stress concentration at the hole under uniaxial loading is 
present in Kirsch’s solution. 

“Streamlining” is a common term for the analogy of flow. The process involves 
the fundamental analysis of a system’s behavior using flow components. The stress 
distribution in an axially loaded plate resembles the stress distribution in a channel 
due to fluid flow in a channel. The abrupt decrease in the channel’s cross-sectional 
area causes the flow velocity to increase to maintain the flow rate, leading to the 
convergence of the streamlines and the overall path narrowing. A similar situation 
occurs when a stress-loaded plate is stressed. Furthermore, it transpires that the 
equations governing fluid flow and stressed systems are remarkably similar, and in 
some instances, even identical. 

Understanding stress concentration near holes is crucial for ensuring the reliable 
design of structural components. Typically, high-strength materials are employed to 
design structural parts with high mechanical performance to minimize the stress con-
centration factor. This necessitates a deeper comprehension and accurate modeling 
of the behavior of these structures [ 9]. 

Pilkey [ 5] and Young [ 10] have presented data regarding the stress concentration 
factor, taking into account a diverse range of dimensional ratio configurations. Many 
sources of information rely exclusively on a two-dimensional solution to elasticity 
theory. 

Assuming that the material remains elastic, the maximum stress in a circular hole 
in an infinite plate under tension is three times the applied stress [ 6]. 

Troyani et al. [ 7] have determined the theoretical in-plane stress concentration 
factors for short rectangular plates with centered circular holes subjected to uniform 
stress using the Finite Element Method. The thickness and Poisson’s ratio affect the 
stress concentration factor. 

On the other hand, there are works related to Stress Concentration Factors estima-
tion and Artificial Intelligence. For example, in [ 8], presents a numerical model for 
predicting the Stress Concentration Factor with 7 parameters as inputs in a fatigue 
application. In [ 1] there is a similar estimation in welded joints. 

It presents a study in [ 4] about the optimization of the ellipse dimensions in order 
to find a minimum SCF based on results obtained by FE and Curve Fitting. In the 
present work, Curve Fitting is applied to adjust the data of SCF in a circular hole, 
and the aim is not to find a minimum SCF, if not a representation of the input and 
output parameters, their relation, and a comparison with the AI algorithms. 

In [ 3] it is presented a numerical model based on an Artificial Neural Network 
for the Stress Concentration Factor Estimation in a plate with a V-shaped notch. The 
stress concentration factor is obtained according to the strength of the upper limit 
safety factor value. In the present work, a similar model is obtained, but for plates in 
tensile stress with a circular hole at the center.
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The difficulty in calculating the SCF lies in the complexity of the geometric, 
material, load, and interaction factors involved. Analytical methods have limita-
tions, such as they are only applicable to standard geometries and loading condi-
tions and are not easily adapted to complex geometries or non-standard loading 
conditions. Numerical methods can demand significant computational resources, 
be slow for large, complex problems, and require advanced knowledge to set up 
and analyze models correctly. Regression algorithms to estimate the SCF could 
offer significant advantages in handling complex geometries, reducing calculation 
time, providing flexibility, and enabling the ability to predict SCF under new condi-
tions. 

In this chapter, regression models are proposed to estimate the SCFs in rectangular 
plates. The models were trained on a dataset resulting from a two-dimensional Finite 
Element Analysis (FEA) from the Finite Element Method (FEM) for different values 
of the parameters: large, width, and circular hole radius in a tensile plate. Least 
squares polynomial equations were fitted to these design points. 

This chapter is structured as follows: In Sect. 17.2, the stress concentration factor 
in a rectangular plate with a central hole will be described, how it was modeled 
by the finite element method will be shown, and the results will be presented for 
different combinations of the design parameters. Section 17.3 describes the regression 
models used to estimate the stress concentration factors. Section 17.4 presents the 
methodology used. Section 17.5 shows the results obtained by the regression models. 
Lastly, Sect. 17.6 presents the conclusions and future work. 

17.2 Stress Concentration Factor 

The Stress Concentration Factor (SCF) is crucial in mechanical and structural engi-
neering. It describes how stresses increase around geometric discontinuities, such as 
holes, notches, abrupt changes in section, or inclusions in a material. It is defined 
as the relationship between the maximum stress in the area of the discontinuity 
and the nominal reference stress that would occur in a uniform section without the 
discontinuity. 

Pilkey [ 5] states that the SCF is a theoretical value determined by Eq. (17.1). 

.kt = σmax

σnom
(17.1) 

where .σmax represents the maximum stress anticipated in the component under the 
applied load, while.σnom denotes the nominal stress, also referred to as the reference 
stress.
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Fig. 17.1 Rectangular plate with central hole 

17.2.1 Tensile Plate with Circular Hole in the Center 

Evaluating a tensile plate with a circular hole in the center is a classic problem 
in materials mechanics and stress analysis. This type of geometric discontinuity 
generates a stress concentration around the hole, which can be critical to the design 
and structural integrity of the component. Analyzing a tensile plate with a circular 
hole in the center is essential to guaranteeing the structural integrity and safety of 
mechanical and structural components. 

The model comprises a traditional rectangular plate characterized by a height . w, 
length . L , uniform thickness . t , a centrally positioned aperture with radius . r , and an 
applied tensile force. P , as depicted in Fig. 17.1. The dotted lines in the figure illustrate 
the aperture responsible for stress concentration. The geometry of the aperture is 
solely defined by its radius . r . In this scenario, the nominal stress is determined by 
Eq. (17.2). 

.σnom = P

t (w − 2r)
(17.2) 

Normalizing the dimensions of the plate is necessary, so the input parameters 
considered herein are the ratios .w/r and .L/t . 

17.2.2 Finite Element Model Results
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Fig. 17.2 Stress contour plot of a quarter of the whole plate 

Maximum stresses for various plate dimensions were calculated using the Finite 
Element Method (FEM). The plate exhibits both horizontal and vertical symmetry, 
allowing for the modeling of only one-fourth of the entire plate with its full thickness, 
as illustrated in Fig. 17.2. Several mesh discretizations were examined, achieving 
satisfactory convergence with a structured mesh of 12,500 Kirchhoff plate finite 
elements. It was implemented a 2D model with different dimensions corresponding to 
every case here analyzed. The traction force.P = 10 kN was included as a distributed 
load in the boundary conditions of the models. Table 17.7, in the Appendix, has a total 
of 48 dimension combinations; they are described in the 2 leftmost columns. With the 
. P load and the mentioned dimensions, the.σnom was obtained, according to Eq. (17.2). 
A .mac file was edited and loaded in ANSYS APDL software for every dimension 
combination. Thus, maximum stress is achieved. Then, for each combination of 
parameters, the stress concentration factor .kt is determined according to Eq. (17.2). 
These factors are generated from the FEM results and are in the third column of the 
Table 17.7. 

Figure 17.3 is a graph of the .kt factor as a function of the .L/t parameter. There 
are 9 different lines corresponding to 9 different .w/r parameters. It is clear the SCF 
dependence of both parameters, .L/t and .w/r . 

The code to create one of the finite element models was developed in a script file 
with a .mac extension in ANSYS APDL. 1

1 https://drive.google.com/file/d/1Tg-JQO6-H6TfjgpkMaZnZ0bxPDSdNpGn/view?usp=sharing.
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https://drive.google.com/file/d/1Tg-JQO6-H6TfjgpkMaZnZ0bxPDSdNpGn/view?usp=sharing
https://drive.google.com/file/d/1Tg-JQO6-H6TfjgpkMaZnZ0bxPDSdNpGn/view?usp=sharing
https://drive.google.com/file/d/1Tg-JQO6-H6TfjgpkMaZnZ0bxPDSdNpGn/view?usp=sharing
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Fig. 17.3 Stress concentration factors.kt for different parameters.w/r in the rectangular plate 

Table 17.1 Constants. ci
i 1 2 3 4 5 

.ci 2.22128 0.0414192 0.000920944 0.00130236 0.000136818 

17.2.3 Stress Concentration Factors by Polynomial Curve 
Fitting 

This paper uses SCF values obtained from FE data in the previous section to inter-
polate polynomials to estimate SCF .kt as a result of the independent variables, the 
parameters .L/t and .w/r . The SCF equations are obtained by fitting the finite ele-
ment results in the second-, third-, and fourth-order polynomial equations. In this 
way, Eq. (17.3) is obtained. 
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where the constants . ci are shown in the Tables 17.1 and 17.2.
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Table 17.2 Constants. ci
i 6 7 8 9 

.ci 3.92567.×10−6 1.73889.×10−6 3.40912.×10−7 1.34912. ×10−8

Using this Eq. (17.3), the fourth column of Table 17.7 is obtained for every param-
eter variation. The last column in the Table 17.7 represents the relative percentage 
error between the Curve Fitting estimation and the FE one. 

17.3 Machine Learning Regression Models 

Section 17.3.1 describes the regression models used to estimate the SCF. Section 
17.3.2 describes the metrics used to evaluate the performance of the regression mod-
els. 

17.3.1 Regression Models 

The following subsections describe the models utilized: Multiple Linear Regression, 
Random Sample Consensus, Ridge Regression, LASSO Regression, Elastic Net, Ran-
dom Forest Regression, Support Vector Regression, and Polynomial Regression. 

We selected these algorithms because they use different regression techniques. 
Multiple linear regression is based on linear regression. Random Sample Consen-
sus is based on parameter estimation in a data set with outliers using an iterative 
approach. Ridge, LASSO, and Elastic Net are based on regularized regression. Ran-
dom Forest Regression is tree-based. Support Vector Regression is based on support 
vector machines. Polynomial regression is based on non-linear regression. 

17.3.1.1 Linear Regression Model 

Linear regression is a widely used statistical technique in data analysis. It mathe-
matically models the relationship between a dependent variable (response variable) 
. y and an independent variable (predictor variable) . x through a linear equation. 

Multiple linear regression is a generalization of simple linear regression where the 
value of the dependent variable . y is determined from a set of independent variables 
. x1, . x2,..., . xn . Multiple linear models can be expressed using Eq. (17.4). 

.y = β0 + β1 · x1 + β2 · x2 + . . . + βn · xn + ∈, (17.4)
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Where . y is the dependent variable being predicted, .x1, x2, . . . , xn are the inde-
pendent variables, .β0, β1, . . . , βn are the model coefficients representing the effect 
of each independent variable on the dependent variable, and. ∈ represents the residual 
or error derived from the difference between the observed and estimated values by 
the model, capturing the variability not explained by the model. 

Linear regression models allow for the estimation of coefficients . β0, β1, . . . , βn

that minimize the sum of the squares of the residuals, thus minimizing the difference 
between real observations and model predictions, enabling predictions on new data. 
Although linear regression is widely used, its ability to model nonlinear relationships 
between variables is limited. 

17.3.1.2 Random Sample Consensus Model 

The Random Sample Consensus model is a robust technique that can be used in 
machine learning to estimate the parameters of a linear regression model. It is com-
monly used for both linear and non-linear regression problems. 

RANSAC is a non-deterministic algorithm that produces a reasonable result only 
with a certain probability, which increases as more iterations are allowed. Through 
these iterations, the regression model is fitted to a random subset of the data, known 
as inliers, and then evaluates the quality of how many data points fit well to the model 
(inliers) and how many are considered outliers. 

This process is repeated a specified number of times or until a predefined conver-
gence criterion is reached. Finally, the model that produced the best fit according to 
a consensus criterion is selected. RANSAC is considered a robust model that can be 
particularly useful in datasets containing large noise or outliers. 

17.3.1.3 Ridge Regression Model 

Ridge, also known as L2 regularization or Tikhonov regularization, is a regression 
technique used to address the issue of multicollinearity and overfitting in linear 
regression models. 

This technique adds an L2 regularization term to the cost function that allows 
controlling multicollinearity among predictor variables, i.e., when some of these 
variables are highly correlated with each other. In addition, it prevents the model coef-
ficients from becoming too large, which occurs when there is a correlation between 
independent variables. This regularization term is only added to the cost function 
during training. Model performance evaluation is conducted considering only the 
unregularized cost function. 

The equation for Ridge regression is similar to that of linear regression but includes 
the L2 penalty term, which is proportional to the sum of the squares of the model 
coefficients multiplied by a regularization parameter. α. Introducing this penalty term 
causes the coefficients to be small but not exactly zero, helping to reduce multi-
collinearity and prevent overfitting. The cost function is defined in Eq. (17.5).
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.J (θ) =
m∑
i=1

(yi − hθ (xi ))
2 + α

n∑
j=1

θ2
j (17.5) 

Where.J (θ) is the cost function,. m is the number of observations,. n is the number 
of features, .yi is the dependent variable in the .i-th observation, .hθ (xi ) is the model 
prediction for the.i-th observation,.θ j represents the coefficients of the model and,. α
controls the degree of penalty, the higher this value is, the coefficients will be smaller, 
resulting in more robustness to collinearity. A value of 0 causes the penalty term to 
have no effect, producing the same coefficients estimated by least squares. 

17.3.1.4 LASSO Regression Model 

LASSO (Least Absolute Shrinkage and Selection Operator) regression, also known as 
L1 regularization regression, is a linear regression technique that uses regularization 
to improve generalization and perform automatic feature selection. 

Like Ridge regression, LASSO incorporates a regularization term in the cost 
function. However, instead of using the L2 norm to penalize the magnitude of coeffi-
cients, it uses the L1 norm. This helps control multicollinearity. LASSO also allows 
for automatic variable selection by forcing some coefficients to be 0, meaning certain 
independent variables are excluded from the model, eliminating those irrelevant to 
prediction. 

The cost function used in LASSO regression is the sum of squared prediction 
errors plus the penalty term, which is proportional to the sum of the absolute values 
of the model coefficients multiplied by a regularization parameter . α. 

L1 regularization tends to force some coefficients to 0, leading to automatic feature 
selection by removing those that are not relevant for prediction. The cost function in 
LASSO regression is defined in Eq. 17.6. 

.J (θ) =
m∑
i=1

(yi − hθ (xi ))
2 + α

n∑
j=1

|θ j | (17.6) 

Where.J (θ) is the cost function,. m is the number of observations,. n is the number 
of features, .yi is the dependent variable at the .i-th observation, .hθ (xi ) is the model 
prediction for the .i-th observation, .θ j are the model coefficients, . α is the regular-
ization parameter which controls the strength of the regularization. A higher value 
implies stronger regularization. A value of 0 causes the penalty term to have no effect. 

17.3.1.5 Elastic Net Model 

The Elastic Net regression model is an extension of Ridge and LASSO regression 
that combines the L1 and L2 penalty terms into a single cost function. This combina-
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tion allows for the simultaneous leveraging of the advantages of both regularization 
approaches to address the issues of multicollinearity, overfitting, and variable selec-
tion in regression models. 

The cost function used in Elastic Net regression is a combination of the sum of 
squared prediction errors, a penalty term proportional to the sum of the absolute 
values of the model coefficients (L1 regularization), and a penalty term proportional 
to the sum of the squares of the model coefficients (L2 regularization). An additional 
parameter. λ is used to control the relative contribution of each penalty term. The cost 
function in Elastic Net regression is defined by Eq. (17.7). 

.J (θ) =
m∑
i=1

(yi − hθ (xi ))
2 + λ1

n∑
j=1

|θ j | + λ2∑
n
j=1θ

2
j (17.7) 

Where.J (θ) is the cost function,. m is the number of observations,. n is the number 
of features, .yi is the dependent variable at the .i-th observation, .hθ (xi ) is the model 
prediction for the .i-th observation, .θ j are the model coefficients, .λ1 and .λ2 are the 
regularization parameters that control the strength of the L1 and L2 regularization 
respectively. 

17.3.1.6 Random Forest Regression Model 

Random Forest is a machine-learning technique for classification and regression 
problems. In regression, it allows building a predictive model for a quantitative 
response variable based on quantitative or qualitative variables. 

It combines multiple regression trees to increase predictive capability. Each tree is 
built on a random sample with the replacement of the training data and on a random 
subset of features, which helps to increase diversity among the trees and reduce 
overfitting, as each tree captures different aspects and relationships in the data. 

The prediction from each tree is obtained and averaged to produce a final esti-
mation, which reduces the model’s variance and provides more stable and accurate 
predictions. 

Random Forest is known for its ability to handle large datasets with high dimen-
sionality and non-linearities in the data. It is also robust against overfitting, requires 
little or no hyperparameter tuning, and is easily interpretable. 

17.3.1.7 Support Vector Regression Model 

The Support Vector Regression (SVR) model is a supervised learning technique used 
to solve regression problems on data that can be linear or non-linear. 

In non-linear data, a kernel function is used to transform the input data from 
linearly inseparable low-dimensional features to a higher-dimensional space where 
the relationship between predictor variables and the response variable may be more
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linear. Let .F = {ϕ(x) | x ∈ X} where .F contains the transformations of elements 
from the dataset . X . Each . x in .X is a set of features, and .ϕ(x) is a mapping function 
acting on . x to produce a new set of features in . F . If .x = {x1, x2, ..., xn} is a feature 
vector with. n dimensions, then.ϕ(x) = {ϕ1(x), ϕ2(x), ..., ϕn(x)} represents the result 
of applying the mapping function . ϕ to each of the dimensions of . x . Each .ϕi (x) can 
be a non-linear transformation of the corresponding . xi , which may allow capturing 
more complex relationships among the original features. 

SVR aims to identify a hyperplane that minimizes the distance between the sam-
ples and the hyperplane, in other words, minimizing the difference between the model 
predictions and the real values, considering an error tolerance defined by a parameter 
. ∈. The regression function, defined in Eq. (17.8), is used to predict the value of the 
response variable for a new data point . x . The loss function, defined in Eq. (17.9), 
penalizes deviations of the function above or below the error tolerance but does not 
penalize deviations within the error tolerance. Additionally, it may also include reg-
ularization terms that penalize the complexity of the model, which can help prevent 
overfitting by preventing the model from fitting too closely to the specific details of 
the training data. 

. f (x) = (w, ϕ(x)) + b (17.8) 

Where .w is the weight vector, .ϕ(x) is the mapping function to a potentially 
nonlinear higher-dimensional feature space, and . b is the bias. 

.Loss = 1

2
||w||2 + C

n∑
i=1

(ξi + ξ ∗
i ) (17.9) 

Where. 12||w||2 is a penalty on the magnitude of the model weights to favor simpler 
solutions, .ξi represents the slack of training sample . i on the positive side of the 
regression hyperplane, .ξ ∗

i represents the slack of training sample . i on the negative 
side of the regression hyperplane, .C is a regularization parameter that controls the 
trade-off between the error penalty and the model’s flexibility. A low value allows 
for a larger margin and more violations of the margin rule, resulting in a smoother 
model and less prone to overfitting. A high value strongly penalizes margin violations, 
seeking to minimize the sum of the regression errors, resulting in a model that fits 
better to the training data. 

17.3.1.8 Polynomial Regression Model 

Polynomial regression is an extension of the linear regression model that allows cap-
turing non-linear relationships between the independent variables and the dependent 
variable. Instead of fitting a straight line to the data, polynomial regression fits a 
polynomial of degree. n, where. n is an integer greater than or equal to 1. The general 
equation for a polynomial regression model is defined in Eq. (17.10).
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.y = β0 + β1 · x1 + β2 · x2 + . . . + βn · xn + ∈ (17.10) 

Where . y is the dependent variable being predicted, . x is the independent variable, 
.β0, β1, β2, . . . , βn are the coefficients of the model estimated during the fitting pro-
cess, and . ∈ is the error term, capturing the variability unexplained by the model. 

The polynomial features technique captures non-linear relationships between pre-
dictor and response variables. This technique extends the feature space by introducing 
polynomial combinations of the original features. The idea is to transform the orig-
inal features into a set of polynomial features, allowing the capture of non-linear 
relationships that a simple linear model would not detect. This involves generating 
new features by all combinations of the original features up to a specified degree. 
These new features are then used to fit a regression model. 

Given a dataset .X = [x1, x2, . . . , xn], where .xi is an observation of the original 
feature, the polynomial transformation of degree 2 would be. PolynomialFeatures
(X) = [1, x1, x21 , x2, x22 , . . . , xn, x2n ] where each element of the new list represents 
a polynomial feature, including the constant term 1, the linear terms . xi , and the 
quadratic terms. x2i . This process can be generalized for polynomial transformations 
of higher degrees. 

Polynomial features can increase the model’s capacity to fit the data and improve 
its predictive ability, especially in cases where the relationship between predictor 
variables and the response variable is non-linear. However, it is important to note 
that increasing the dimensionality of the feature space can lead to an increase in the 
model’s complexity and overfitting. 

17.3.2 Evaluation Metrics 

To determine the performance of the models, we used the metrics Mean Squared 
Error (MSE), Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), 
and the Coefficient of Determination R. 2, commonly used in scientific literature. 
Table 17.3 presents each of the metrics and their description. 

17.4 Methodology 

This section presents the proposed methodology for estimating Stress Concentration 
Factors using machine learning algorithms. Figure 17.4 shows the proposed archi-
tecture for the regression models implemented. 

To estimate the Stress Concentration Factors, we trained eight regression models, 
described in Sect. 17.3. The models were trained on a dataset resulting from the 
FEM, described in Sect. 17.2.2. The dataset consists of 48 observations, 2 predictor 
attributes (.L/t and .w/r ), and 1 target attribute (SCF). We used Python 3.9.13 and
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Table 17.3 Metrics used for the evaluation of the regression models 

Metric Description 

.MSE = 1
N ∑N

i=1(Yi − Ŷi )2 It calculates the average of the squares of the 
differences between the model’s predictions 
and the actual values. The lower the MSE, the 
better the model’s fit to the data 

.RMSE =
/

1
N ∑N

i=1(Yi − Ŷi )2 The Root Mean Squared Error (RMSE) 
measures the magnitude of errors on the same 
scale as the dependent variable. Similar to 
MSE, a value close to 0 is preferred 

.MAE = 1
N ∑N

i=1|Yi − Ŷi | It calculates the average of the absolute 
differences between the model’s predictions 
and the actual values. The lower the MAE, the 
better the model fits the data 

.MAPE = 100
N ∑N

i=1
|Yi−Ŷi ||Yi | It measures the accuracy of a model’s 

predictions in percentage by calculating the 
average absolute difference between the 
predicted values and the actual values of the 
dependent variable, normalized by the actual 
values. A value close to 0 indicates high 
accuracy in the model’s predictions relative to 
the actual values 

.R2 = 1 − σ 2
r

σ 2 = 1 − ∑N
i=1(Yi−Ŷi )2

∑N
i=1(Yi−Ȳi )2

It measures the proportion of variance in the 
dependent variable explained by the 
independent variables. It ranges between 0 and 
1, where 1 indicates a perfect fit of the model to 
the data and 0 indicates that the model does not 
explain the variability of the data better than a 
horizontal line 

Fig. 17.4 Proposed architecture for the regression models
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the libraries SciKitLearn 1.3.0, scipy 1.11.1, pandas 2.0.3, and numpy 1.24.3 to 
implement the models. 

In Algorithm 1, the steps followed to train the regression models are presented. 
The algorithm takes as input the dataset, which is stored in a dataframe, df, in  

Line 1. 
In Lines 2 and 3, the target attribute is separated from the dataframe, and its values 

are stored in . y. 
After removing the target attribute, the values of the attributes .L_t and .w_r are 

scaled between 0 and 1 in Lines 4 and 5. To scale the data, the MinMaxScaler function 
from the SciKitLearn library is used, and the scaled values are stored in.d fNormali zed . 
Typically, data scaling is applied only to the predictor variables to ensure that the 
features have a uniform scale, which can improve the performance of certain machine 
learning algorithms, especially those sensitive to feature scaling. 

In Lines 6 and 7, the BoxCox function from the scipy library is used to transform 
the data stored in .d fNormali zed to stabilize the variance and make the data follow a 
normal distribution. The transformed data is stored in .d fTrans f ormed . 

In Line 8, the values of the attributes .L_t and .w_r are stored in . X . 
Lines 9–17 create the regression models and store them in the list .regressors. 
Line 18 implements stratified cross-validation, which divides the dataset into 

5 folds; 4 are used to train the regression models, and 1 is used to evaluate the 
models’ performance. The folds are rotated in each iteration to train and evaluate 
the models on different parts of the dataset, providing evidence of their robustness. 
The observations in each fold are determined by the indices specified in the lists 
.trainindex and .testindex . 

In Line 19, the observations used to train the models in each fold are defined 
(.Xtrain), and in Line 20, the observations of the target attribute (.ytrain) are defined. 
Similarly, Lines 21 and 22 define the observations used to evaluate the models (. Xtest

and .ytest ). 
In each iteration of the loop in Line 23, each regressor (.regressor ) stored in the  

list .regressors is accessed. In Line 24, each regressor is trained on the sets . Xtrain

and .ytrain . 
In Line 25, predictions are made on the set .Xtest and stored in .predictions. 
In Lines 26–31, performance metrics are calculated and visualized by comparing 

.predictions with the actual values of.ytest . The metrics used to evaluate the models’ 
performance include Mean Squared Error, Root Mean Squared Error, Mean Absolute 
Error, and the Coefficient of Determination R. 

2.
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Finally, predictions are returned in Line 34. 

Algorithm 1: Algorithm developed for implementing regression models 
Input: Filename  (Dataset) 
Output: SCF predictions 

1 d f  ← OpenDataset( Filename ) 
2 y ← d f  [‘SCF’].values 
3 d f  ← d f  .drop[‘SCF’] 
4 scaler  ← MinMaxScaler() 
5 d fNormali zed  ← scaler.fit_transform(d f  .values) 
6 d fTrans  f  ormed [‘L/t’]← BoxCox( d fNormali zed[‘L/t’] ) 
7 d fTrans  f  ormed [‘w/r’]← BoxCox( d fNormali zed[‘w/r’] ) 
8 X ← d fTrans  f  ormed[‘L/t’, ‘w/r’] 
9 regressors  ←[] 

10 regressors.append( LinearRegression() ) 
11 regressors.append( RANSACRegressor() ) 
12 regressors.append( Ridge() ) 
13 regressors.append( Lasso() ) 
14 regressors.append( ElasticNet() ) 
15 regressors.append( RandomForestRegressor() ) 
16 regressors.append( SVR() ) 
17 regressors.append( PolynomialFeatures() ) 
18 foreach trainindex , testindex  in StratifiedKFold(folds=5, 

data=X, target=y) do 
19 Xtrain  ← d fTrans  f  ormed [trainindex ] 
20 ytrain  ← d fTrans  f  ormed [trainindex ] 
21 Xtest  ← d fTrans  f  ormed [testindex ] 
22 ytest  ← d fTrans  f  ormed [testindex ] 
23 foreach regressor in  regressors do 
24 regressor.fit(Xtrain, ytrain) 
25 predictions ← regressor.predict(Xtest) 
26 metrics[MAE] ← mean_absolute_error(ytest, predictions) 
27 metrics[MAP  E] ←  

mean_absolute_percentage_error(ytest, predictions) 
28 metrics[MSE] ← mean_squared_error(ytest, predictions) 
29 metrics[RM  SE] ←  sqrt(mean_squared_error((ytest, 

predictions)) 
30 metrics[R2] ← r2_score(ytest, predictions) 
31 print(metrics) 
32 end 
33 end 
34 return predictions
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Table 17.4 Hyperparameters of the regression models 

Regression models Hyperparameters 

Linear regression fit_intercept = True 

positive = False 

RANSAC estimator=‘LinearRegression’ 

loss = ‘absolute_error’ 

max_trials=150 

min_samples=None 

stop_probability=0.8 

Ridge alpha = 0.1 

fit_intercept = True 

positive = False 

solver = ‘saga’ 

Lasso alpha = 0.0001 

fit_intercept = True 

positive = True 

selection = ‘cyclic’ 

Elastic Net alpha = 0.0001 

fit_intercept = True 

l1_ratio = 0.1 

positive = False 

selection = ‘random’ 

Random forest n_estimators = 50 

bootstrap = True 

criterion = ‘squared_error’ 

SVR kernel = ‘rbf’ 

C = 1000000 

epsilon = 0.01 

Polynomial features degree = 2 

interaction_only = True 

include_bias = True 

order = ‘C’ 

The hyperparameters of the regression models were adjusted using the Grid-
SearchCV function from the SciKitLearn library. This function explores all possible 
combinations of the specified hyperparameter values and selects the combination 
that yields the best performance. The determined hyperparameters for each model 
are presented in Table 17.4.
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Table 17.5 Average results obtained by the regression models in the cross-validation 

Regression model MSE RMSE MAE MAPE R. 2

Linear regression 0.00 0.02 0.01 0.01 0.88 

RANSAC 0.00 0.02 0.01 0.00 0.89 

Ridge 0.00 0.02 0.01 0.01 0.88 

Lasso 0.00 0.02 0.02 0.01 0.83 

Elastic Net 0.00 0.02 0.01 0.01 0.88 

Random Forest 0.00 0.01 0.01 0.00 0.93 

SVR 0.00 0.01 0.01 0.00 0.92 

Polynomial features 0.00 0.02 0.01 0.00 0.89 

17.5 Results 

This section describes the evaluation of the eight regression models conducted to 
identify the model that best fits the data in this study case. 

A cross-validation technique was used in the evaluation. This technique divides 
the dataset into . k different subsets, called folds. The models are trained on . k − 1
folds, and the remaining fold is used to evaluate the performance of the models, 
applying the metrics shown in Table 17.3. This process iterates . k times, and the 
models are evaluated on a different fold in each iteration. Cross-validation allows for 
a more robust evaluation of the model’s performance by providing a more precise 
estimation of prediction error on unseen data. In the evaluation, we used a 5-fold 
cross-validation. Table 17.5 presents the average results of the models obtained using 
the metrics in each of the 5 folds, highlighting in bold the best values obtained in 
each metric, and Table 17.6 presents the details of each fold. 

As observed, all models exhibited similar performance, with values close to 0 
in the metrics MSE, RMSE, MAE, and MAPE, which quantify the error between the 
model predictions and the real values. This indicates that the models provide accurate 
and consistent predictions relative to the real values. 

However, SVR and Random Forest showed similar performance based on the 
results obtained in the R. 

2 metric, which quantifies the variability in the dependent 
variable explained by the model. 

Based on the results presented in Table 17.5, the best-performing model that fit 
the data in this case study was Random Forest. Figure 17.5 shows the real values and 
the predictions to visually evaluate the quality of the predictions made by the model. 
The predictions should be close to the diagonal line since the closer they are, the 
more accurate they are. 

Finally, the QQ-Plot function was used to analyze the residuals of the model. 
Residual analysis allows us to assess the quality of the model fit and identify patterns 
that the model may have missed, such as non-linearities or non-linear relationships 
between variables. Additionally, it enables the comparison of the distribution of a 
data sample with a theoretical distribution, such as the normal distribution. The closer
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Table 17.6 Results obtained by the regression models in each of the 5 folds 

Regression models Metrics 1 2 3 4 5 Average 

MSE 0.00 0.00 0.00 0.00 0.00 0.00 

Linear RMSE 0.02 0.02 0.02 0.02 0.01 0.02 

regression MAE 0.02 0.01 0.01 0.02 0.01 0.01 

MAPE 0.01 0.01 0.00 0.01 0.00 0.01 

R2 0.72 0.91 0.91 0.91 0.97 0.88 

MSE 0.00 0.00 0.00 0.00 0.00 0.00 

RMSE 0.02 0.02 0.02 0.01 0.01 0.02 

RANSAC MAE 0.02 0.01 0.01 0.01 0.01 0.01 

MAPE 0.01 0.00 0.00 0.00 0.00 0.00 

R2 0.72 0.92 0.90 0.95 0.96 0.89 

MSE 0.00 0.00 0.00 0.00 0.00 0.00 

RMSE 0.02 0.02 0.02 0.02 0.01 0.02 

Ridge MAE 0.02 0.01 0.01 0.02 0.01 0.01 

MAPE 0.01 0.01 0.00 0.01 0.00 0.01 

R2 0.73 0.91 0.91 0.90 0.97 0.88 

MSE 0.00 0.00 0.00 0.00 0.00 0.00 

RMSE 0.03 0.02 0.02 0.02 0.02 0.02 

Lasso MAE 0.02 0.02 0.01 0.02 0.01 0.02 

MAPE 0.01 0.01 0.00 0.01 0.01 0.01 

R2 0.56 0.88 0.89 0.88 0.94 0.83 

MSE 0.00 0.00 0.00 0.00 0.00 0.00 

RMSE 0.02 0.02 0.02 0.02 0.01 0.02 

Elastic Net MAE 0.02 0.01 0.01 0.02 0.01 0.01 

MAPE 0.01 0.01 0.00 0.01 0.00 0.01 

R2 0.72 0.91 0.91 0.90 0.97 0.88 

MSE 0.00 0.00 0.00 0.00 0.00 0.00 

Random RMSE 0.02 0.01 0.01 0.01 0.00 0.01 

forest MAE 0.02 0.00 0.01 0.01 0.00 0.01 

MAPE 0.01 0.00 0.00 0.00 0.00 0.00 

R2 0.70 0.99 0.99 0.98 0.99 0.93 

MSE 0.00 0.00 0.00 0.00 0.00 0.00 

RMSE 0.02 0.01 0.01 0.01 0.02 0.01 

SVR MAE 0.01 0.01 0.01 0.01 0.02 0.01 

MAPE 0.00 0.00 0.00 0.00 0.01 0.00 

R2 0.83 0.97 0.94 0.97 0.89 0.92 

MSE 0.00 0.00 0.00 0.00 0.00 0.00 

Polynomial RMSE 0.02 0.02 0.01 0.02 0.01 0.02 

features MAE 0.01 0.01 0.01 0.02 0.01 0.01 

MAPE 0.01 0.00 0.00 0.01 0.00 0.00 

R2 0.76 0.93 0.91 0.89 0.97 0.89
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Fig. 17.5 Real values versus predictions (random forest regression) 

the points are to the diagonal line, the better the data fits a normal distribution. Con-
versely, points far from the diagonal line could indicate the presence of outliers or a 
lack of model fit to the data. Since Random Forest does not have a traditional regres-
sion function like linear regression, the residuals were calculated by the difference 
between the actual values and the predictions made by the model. Figure 17.6 shows 
the QQ-Plot results. As can be seen, the points are close to the diagonal line except 
for one point, which could be considered an outlier. 

17.6 Conclusions 

This chapter presented eight regression models to estimate the Stress Concentration 
Factors (SCF) of rectangular plates. The models implemented were Multiple Linear 
Regression, Random Sample Consensus, Ridge Regression, LASSO Regression, 
Elastic Net, Random Forest Regression, Support Vector Regression, and Polynomial 
Regression. 

The models were trained on a dataset resulting from a two-dimensional Finite 
Element Analysis from the Finite Element Method for different values of the param-
eters: large.L/t , width.w/r , and circular hole radius in a tensile plate. Least squares 
polynomial equations were fitted to these design points. It is important to mention that 
the implementation of these models is limited to the prediction of the SCF with input 
data within the interval with which the models learned. These are input parameter 
values .50 ≤ L/t ≤ 200 and .32/3 ≤ w/r ≤ 19.
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Fig. 17.6 Random forest QQ-plot 

The equations for estimating the tensile stress concentration factor .kt were pre-
sented. A .mac file of the finite element model of the plate with a circular hole 
and a structured mesh was created. This file was executed in ANSYS APDL for all 
combinations of the parameters .w/r and .L/t here analyzed. With this, Von Mises’ 
maximum stresses were obtained, and in turn, the stress concentration factors through 
the Eq. (17.3). 

The curve fitting technique was used to obtain a polynomial that estimated the 
SCF as a polynomial function of the input parameters .w/r and .L/t . The relative 
percentage errors were estimated for all stress concentration factors obtained by 
curve fitting with respect to those obtained by finite elements, finding a maximum 
error of 1.658 %. 

The metrics used to evaluate the performance of the regression models were 
Mean Squared Error, Root Mean Squared Error, Mean Absolute Error, and the Coef-
ficient of Determination R2, commonly used in scientific literature. Despite all eight 
models achieving good results, the presented outcomes indicate that Random Forest 
performed the best, followed by Support Vector Regression. 

These regression algorithms acceptably described the SCF in the hole plate. This 
shows its effectiveness for its potential use in other mechanical components, such as 
beams and shafts, as well as stress concentrators with different geometries.
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Table 17.7 Stress concentration factors for different parameters dimensions; large . L , height . w, 
radius. r and thickness. t

.L/t .w/r FE Curv fitt 

.kt .kt . %

200 19 2.66 2.66 0.080 

150 19 2.66 2.66 0.035 

125 19 2.67 2.66 0.108 

100 19 2.68 2.67 0.655 

200 18 2.65 2.65 0.040 

150 18 2.65 2.65 0.181 

125 18 2.65 2.65 0.100 

100 18 2.67 2.66 0.415 

200 17 2.63 2.63 0.034 

150 17 2.63 2.64 0.287 

125 17 2.64 2.64 0.274 

100 17 2.65 2.65 0.191 

200 16 2.62 2.61 0.057 

150 16 2.62 2.62 0.359 

125 16 2.62 2.63 0.420 

100 16 2.63 2.63 0.028 

200 38/3 2.55 2.54 0.175 

150 38/3 2.55 2.56 0.214 

125 38/3 2.57 2.57 0.220 

100 38/3 2.62 2.57 1.658 

200 12 2.53 2.52 0.178 

150 12 2.53 2.54 0.341 

125 12 2.55 2.55 0.017 

100 12 2.60 2.56 1.387 

200 34/3 2.51 2.51 0.160 

150 34/3 2.51 2.53 0.481 

125 34/3 2.53 2.53 0.286 

100 34/3 2.57 2.54 1.036 

200 32/3 2.49 2.49 0.111 

150 32/3 2.49 2.51 0.640 

125 32/3 2.50 2.52 0.587 

100 32/3 2.54 2.53 0.593 

62.5 19 2.67 2.67 0.117 

50 19 2.68 2.67 0.467 

62.5 18 2.65 2.66 0.376 

50 18 2.67 2.66 0.197 

62.5 17 2.64 2.65 0.609 

50 17 2.65 2.65 0.065 

62.5 16 2.62 2.64 0.821 

50 16 2.63 2.64 0.329 

62.5 38/3 2.57 2.58 0.451 

50 38/3 2.62 2.59 1.160 

62.5 12 2.55 2.57 0.757 

50 12 2.60 2.57 0.835 

62.5 34/3 2.53 2.55 1.099 

50 34/3 2.57 2.56 0.424 

62.5 32/3 2.50 2.54 1.479 

50 32/3 2.54 2.54 0.083
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Chapter 18 
A Performance Analysis of Technical 
Indicators on the Indian Stock Market 

Hetvi Waghela , Jaydip Sen , and Sneha Rakshit 

Abstract This chapter delves into three powerful and widely-used technical indica-
tors, Bollinger Bands, Moving Average Convergence Divergence (MACD), and the 
Relative Strength Index (RSI), and makes a comparative study of the effectiveness of 
these indicators on the Indian stock market. For this study, stocks were chosen from 
14 sectors listed on India’s National Stock Exchange (NSE). The top stocks of each 
sector are identified based on their free-float market capitalization from the NSE’s 
report published on July 1, 2022 (NSE Website). For each stock in 14 sectors, trading 
was done for one year from July 1, 2022, to June 30, 2023, with an initial capital of 
Indian Rupees (INR) 100,000 following the three technical indicators. The technical 
indicator that yielded the highest return is identified for each stock. A comparative 
analysis is made based on the overall performance of the three indicators for all 14 
sectors. 

Keywords Technical indicators · Bollinger bands · Moving average convergence 
divergence · Relative strength indicator · Return · Risk 

18.1 Introduction 

In the ever-changing realm of financial markets, investors and traders are looking for 
techniques and strategies that can offer them valuable perspectives on potential price 
changes and assist them in making well-founded choices. Technical analysis emerges 
as a leading method in this pursuit, presenting a structured method for analyzing past
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price data and recognizing trends and patterns that could influence future market 
dynamics. 

Technical analysis entails assessing and forecasting future price shifts of stocks 
and other financial assets by scrutinizing past price data and trading volumes. It 
operates under the assumption that past price movements and trading behaviors 
can offer clues about future price shifts. This methodology employs various tools 
and indicators to scrutinize charts, recognize trends, support, resistance levels, and 
potential trade entry and exit points. 

A robust technical analysis involves the construction of charts, trend lines, indica-
tors, chart patterns, volume analysis, and candlestick patterns. There are several well-
known technical indicators such as Bollinger bands, moving average convergence 
divergence (MACD), relative strength index (RSI), stochastic oscillator, Fibonacci 
retracement, average directional index (ADX), on-balance volume (OBV), volume-
weighted average price (VWAP), parabolic-SAR, etc. However, Bollinger Band, 
MACD, and RSI are the three most important technical indicators for the following 
reasons [1]. First, these three indicators together provide a comprehensive view of 
market conditions. Bollinger Bands are effective for identifying volatility and price 
action points, MACD is good for detecting trend and momentum, and RSI is for iden-
tifying relative strength and potential reversal point. Second, these indicators can be 
applied across different time frames and are useful for short-term and long-term 
trading strategies. Finally, these indicators have been widely tested and validated 
across different market conditions, providing a level of trust and reliability. 

This chapter explores three influential and commonly used technical indicators: 
Bollinger Bands, Moving Average Convergence Divergence (MACD), and the Rela-
tive Strength Index (RSI). It conducts a comparative analysis to assess their effec-
tiveness in the context of the Indian stock market. Stocks from 14 sectors listed on 
the National Stock Exchange (NSE) of India were selected for the study. According 
to the NSE’s report, the top stocks from each sector were identified based on their 
free-float market capitalization as of July 1, 2022. Trading activities were conducted 
for one year, from July 1, 2022, to June 30, 2023, using an initial capital of Indian 
Rupees (INR) 100,000, following the signals provided by these three technical indi-
cators. The technical indicator that resulted in the highest return for each stock 
was determined, and a comparative analysis was performed based on the collective 
performance of the three indicators across all 14 sectors. 

This study offers three distinct contributions. First, it demonstrates the effective 
utilization of significant technical indicators—Bollinger Bands, Moving Average 
Convergence and Divergence (MACD), and Relative Strength Index (RSI)—in 
trading within the Indian stock market. Second, it introduces a comparative frame-
work to comprehend the efficacy of these three indicators in generating investment 
returns. Third, the findings of this research offer profound insights into the present 
profitability of various sectors, serving as valuable guidance for investors operating 
within the Indian stock market. 

The organization of the chapter unfolds as follows. Section 18.2 outlines 
various stock price prediction models in the academic literature, including technical 
indicators-based analysis and portfolio design approaches. Section 18.3 details the
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research approach adopted in the present study. Section 18.4 provides a comprehen-
sive set of results accompanied by a thorough analysis of the same. Section 18.5 
discusses the current work’s possible applications of AI and machine learning 
algorithms and models. Finally, Sect. 18.6 concludes the chapter. 

18.2 Related Work 

Several methods have been proposed in literature to tackle the complex task of accu-
rate stock price prediction and optimizing stock combinations to enhance investment 
returns. Scholars have extensively utilized machine learning models in forecasting 
future stock prices [2–10]. 

The use of deep learning architectures and algorithms has boosted the accuracy of 
prediction models [3, 5–7, 9, 11–22]. Various text mining techniques have also been 
successfully applied on social media platforms and the internet, improving accuracy 
in predicting stock prices [6, 20, 23–26]. 

Among various methods for forecasting stock prices, there is considerable 
interest in employing statistical and econometric approaches based on time series 
decomposition [3, 27–39]. 

In some studies, various types of the Generalized Autoregressive Conditional 
Heteroskedasticity (GARCH) model have been used to predict future volatility and 
assess stock portfolio risk [40]. 

In recent years, reinforcement learning has seen widespread adoption for 
accurately predicting stock prices and crafting reliable portfolios [41–50]. 

The conventional mean–variance optimization method is prominently acknowl-
edged as the most widely accepted approach for portfolio optimization [51–56]. 

Several scholars have proposed alternative methods to the mean–variance 
approach for portfolio optimization. Notable among these techniques include (i) 
multi-objective optimization [57, 58], (ii) use of different ratios in the mean–vari-
ance optimization [59], (iii) Eigen portfolios derived from principal component 
analysis [51, 60], (iv) methods based on risk parity [60–64], and (v) approaches 
utilizing swarm intelligence [65, 66]. Additionally, the literature suggests the utiliza-
tion of genetic algorithms [67], fuzzy sets [68], prospect theory [69], and quantum 
evolutionary algorithms [70]. 

Certain scholars have proposed pair-trading portfolios, which involve a pair of 
stocks, as an alternative to portfolios consisting of multiple stocks [71–75]. 

Seshu et al. introduced an approach capable of evaluating the performance of 
various automated trading strategies using different metrics [76]. Their proposed 
method utilizes predictions from two strategies: Bollinger Bands and Long Short-
Term Memory (LSTM) networks. The LSTM strategy incorporates forecasts from 
250 LSTM neural networks (with 5 models per company). In contrast, the Bollinger 
Bands strategy relies on close price, simple moving averages, and standard devi-
ations for trading decisions. These strategies’ performance was assessed through 
backtesting with historical and real-time data from stocks in the NIFTY50 index
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[77]. The findings indicate that the custom strategies surpassed market benchmarks 
in 35.93% of tested periods, demonstrating higher returns than investing in the stock 
market index during the same periods. 

Zheng et al. developed a hybrid predictive model that adheres to conservative risk 
hedging and split-position trading principles. This model integrates the Bollinger 
Bands strategy with a regression polynomial combination model to reconfigure posi-
tion distribution [78]. It successfully captured the temporal fluctuations of gold and 
bitcoin, exhibiting high total returns, low transaction costs, and minimal maximum 
drawdown. 

Lauguico et al. developed an algorithm that uses three fuzzy logic controllers 
to carry out a specific trading strategy [79]. This strategy incorporates technical 
indicators, such as candlestick parameters and Bollinger Bands (BB), to evaluate 
the strength of buy, hold, and sell signals. Stock price data, including opening and 
closing prices, are gathered from a particular company for BB calculations. These 
raw and computed values are then used as precise input parameters for the Fuzzy 
Inference System (FIS). Membership functions are categorized into very low, low, 
high, and very high levels based on typical input parameters used by traders. Fuzzy 
logic rules are established to generate signals indicating the strength of trade execu-
tion recommendations. Implemented using NI LabVIEW and MATLAB, the system 
demonstrated satisfactory results, achieving an accuracy of approximately 94.44%. 

Au & Keung argue that while MACD is straightforward to interpret, it suffers 
from two notable drawbacks, the time-lagging problem and the issue of gener-
ating false signals, leading to delays in decision-making for buying or selling [80]. 
The authors introduce a novel approach called the volume square-weighted moving 
average convergence and divergence (VSWMACD) to improve the performance of 
MACD. The proposed methodology is subjected to various evaluation tools to vali-
date the improvements. Testing is conducted on five datasets, each containing 200 
stocks from the Hong Kong Stock Market. The results indicate that, compared to 
MACD, VSWMACD yields an approximately 15% increase in the average return 
and a reduction of around 5% in the average maximum drawdown. 

Deac and Iancu suggest using a genetic algorithm (GA) to optimize two strategies: 
a crossover of MACD strategy and an ensemble strategy that combines MACD with 
RSI, specifically applied to Nvidia stock using daily data [81]. The GA determines the 
optimal parameter sets for MACD and MACD-RSI, which are significant technical 
indicators in trading. Their work provides a detailed description of the design of the 
GA, the metrics used, the overall architecture, and the indicators. 

Chen et al. introduce a novel method to enhance the effectiveness of the widely 
used technical indicator, the RSI [82]. They utilize an algorithm of metaheuristics 
known as GNQTS to efficiently determine the optimum values of the RSI parame-
ters. Their approach also includes a sliding window technique to dynamically adjust 
training periods, reducing the risk of overfitting. The study covers major indices and 
companies in the U.S. stock market. The results indicate that GNQTS effectively 
identifies optimal RSI parameters, resulting in higher profits than traditional RSI and 
buy-and-hold strategies.
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Zatwarnicki et al. presents an algorithmic methodology for assessing the efficacy 
of signals produced by the RSI. Backtesting of the strategies was conducted using a 
model mirroring an authentic cryptocurrency exchange [83]. The results suggest that 
using RSI as a momentum gauge in the cryptocurrency market carries significant 
risks. Investigating alternative uses of RSI may offer traders an advantage in this 
market. 

Overall, integrating advanced computational techniques and innovative method-
ologies continues to push the boundaries of stock price prediction and portfolio 
optimization, offering promising avenues for financial decision-making. A summary 
of all the approaches discussed in this section is presented in Table 18.1.

The current work explores three influential and commonly employed technical 
indicators: Bollinger Bands, MACD, and RSI. It presents a comparative analysis 
to evaluate the effectiveness of these indicators across 14 sectors within the Indian 
stock market. To the authors’ knowledge, no prior studies have pursued this specific 
direction. Consequently, the findings from this research are anticipated to provide 
valuable insights for investors in the Indian stock market. 

18.3 Methodology 

This section presents the methodology employed in this study, specifically empha-
sizing the steps undertaken to identify the signal points for buy and sell decisions in 
trading based on the three technical indicators, Bollinger bands, MACD, and RSI. 
The methodology encompasses a sequence of eight steps, which are discussed below.

(i) Choice of the sectors for analysis: Fourteen diverse sectors are initially chosen 
from those listed on the NSE to represent a cross-section of the Indian stock 
market. These selected sectors include banking, auto, consumer durables, 
financial services excluding banks, information technology (IT), fast-moving 
consumer goods (FMCG), metal, media, oil and gas, mid-small IT and telecom, 
private banks, pharma, realty, and PSU banks. The monthly reports from the 
NSE identify the ten stocks with the highest free-float capitalization in each 
sector. For this study, the report released on June 30, 2022, is utilized to select 
the ten stocks from each of the fourteen sectors and the 50 stocks from NIFTY 
50 (NSE Website) [84]. 

(ii) Extraction of historical stock prices from the web: Using the DataReader 
function from the pandas_datareader module in Python, the historical daily 
prices of the stocks are obtained from the Yahoo Finance website for the period 
from July 1, 2022, to June 30, 2023. The close values of the stocks are used 
in computing three technical indicators, Bollinger band (BB), moving average 
convergence divergence (MACD), and relative strength indicator (RSI). 

(iii) Computation of the simple moving averages of prices: The 20-day rolling 
simple moving average values for the close prices are computed for every 
stock in each sector. For the computation of the 20-day rolling average, the
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Table 18.1 Summary of approaches to stock price prediction and portfolio optimization 

Category Approach Description References 

Machine learning Building various 
machine learning 
models 

Utilization of historical data to 
identify patterns and predict 
future stock prices 

[2–10] 

Deep learning LSTM, CNN, and 
other hybrid 
deep-learning 
models 

Advanced architectures 
capturing complex patterns and 
dependencies in financial data 

[3, 5–7, 9, 11–22] 

Text mining Analyzing social 
media and web 
data 

Extracting sentiment and 
information from unstructured 
text to enhance stock price 
prediction 

[6, 20, 23–26] 

Econometric Time series 
decomposition, 
GARCH models 

Statistical and econometric 
methods for modeling and 
forecasting stock prices and 
volatility 

[3, 27–40] 

Reinforcement 
learning 

Various RL 
algorithms 

Learning optimal trading and 
portfolio design through trial 
and error to maximize returns 

[41–50] 

Classical 
optimization 

Mean–variance 
optimization 

Balancing expected return and 
risk in portfolio construction 

[51–55] 

Multi-objective 
optimization 

Multi-objective 
optimization 
approaches 

Balancing multiple objectives, 
such as return and risk, 
simultaneously 

[56, 57] 

Eigen portfolio Principal 
component 
analysis 

Constructing portfolios that 
capture the most significant 
market 

[51, 60] 

Risk parity-based 
methods 

Risk parity-based 
portfolio 
optimization 

Allocating assets to achieve 
equal risk contribution from 
each asset 

[60–64] 

Swarm 
intelligence 

Swarm 
intelligence-based 
optimization 

Leveraging evolutionary and 
bio-inspired algorithms for 
portfolio optimization 

[65, 66] 

Genetic algorithms Genetic algorithm 
optimization 

Using genetic algorithms to 
optimize trading strategies and 
portfolio parameters 

[67, 81] 

Advanced 
theoretical 
frameworks 

Fuzzy sets, 
prospect theory, 
quantum 
evolutionary 
algorithms 

Utilizing advanced mathematical 
and theoretical frameworks for 
decision-making under 
uncertainty 

[68–70] 

Pair-trading 
portfolios 

Pair-trading 
strategies 

Investing in two stocks to exploit 
relative price movements 

[71–75] 

Custom trading 
strategies 

Combination of 
LSTM and 
Bollinger Bands 

Integrating LSTM networks and 
Bollinger Bands for superior 
performance through backtesting 

[76]

(continued)
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Table 18.1 (continued)

Category Approach Description References

Hybrid predictive 
models 

Bollinger Bands 
and polynomial 
regression 
combination 

Combining Bollinger Bands 
with regression models to 
capture market fluctuations 

[78] 

Fuzzy logic 
controllers 

Fuzzy logic-based 
trading strategy 

Using fuzzy logic to interpret 
technical indicators and generate 
trading signals with high 
accuracy 

[79] 

Volume-weighted 
moving averages 

Volume 
square-weighted 
MACD 

Addressing the drawbacks of 
traditional MACD to improve 
returns and reduce drawdowns 

[80] 

Optimizing 
technical 
indicators 

Genetic algorithm 
optimization of 
MACD-RSI and 
GNQTS for RSI 

Enhancing trading performance 
by fine-tuning parameters of 
technical indicators using 
genetic algorithms and other 
metaheuristic methods 

[81, 82] 

Algorithmic 
assessment of RSI 

Backtesting RSI in 
a volatile market 
such as 
cryptocurrency 

Evaluating the effectiveness and 
risks of using RSI as a 
momentum indicator 

[83]

rolling function in Python is used with a parameter value of 20, and then the 
mean function is applied over the 20 observations.

(iv) Computation of the Bollinger bands: The concept of Bollinger bands was 
introduced by John Bollinger in 1980. Bollinger Bands consist of three lines: 
the middle band, the upper band, and the lower band. These bands are based 
on a simple moving average (SMA) and standard deviation. In the following, 
the computation of the bands is discussed. 

(a) The computation of the middle band: To compute the middle band, the 
period N for the computation of the SMA is chosen first. The most common 
value of N is 20. Next, the SMA for each period is computed by summing 
up the stock’s closing prices over N periods and dividing the sum by the 
number of periods. The computation of the middle band is shown in (18.1). 

Middle Band (SMA) = 
Sum of closing prices over N periods 

N 
(18.1) 

(b) The computation of the standard deviation: In this step, the standard 
deviation of the closing prices for N observations is computed using (18.2). 

Standard Deviation =
/∑N 

i=1

(
Xi − X

)2 
N 

(18.2)
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In (18.2), Xi is the closing price for each day, and X is the mean closing 
price over N periods. 

(c) The computation of the upper and lower bands: First, a factor K is chosen 
to compute the upper and the lower bands. The usual value of K is 2. 
The upper band is computed by adding K times the standard deviation 
to the middle band, as in (18.3). Similarly, the lower band is computed 
by subtracting K times the standard deviation from the middle band, as 
shown in (18.4). 

Upper Band = Middle Band + (K ∗ Standard Deviation) (18.3) 

Lower Band = Middle Band − (K ∗ Standard Deviation) (18.4) 

The three Bollinger Bands are used extensively to analyze market 
conditions and identify trends and potential reversal points. In a strong 
uptrend, prices often touch or exceed the upper band, while in a strong 
downtrend, prices may touch or fall below the lower band. Traders use this 
information to identify the direction of the trend. Bollinger Bands expand 
and contract based on market volatility. Wide bands indicate volatility, 
while narrow bands suggest low volatility. Traders can use this informa-
tion to gauge the market environment and adjust their strategies accord-
ingly. Sudden price movements that cause the bands to expand can be 
interpreted as a volatility breakout. Traders might look for opportunities 
to enter trades in the direction of breakout. When prices touch or exceed 
the upper band, it may indicate an overbought condition, suggesting a 
potential reversal to the downside. 

Conversely, when prices touch or fall below the lower band, it may signal an 
oversold condition and a potential reversal to the upside. Traders often look for 
divergence or convergence between price and the Bollinger Bands. For example, 
if prices are making new highs, but the upper band is expanding, it could signal a 
weakening trend. 

(v) Computation of the Moving Average Convergence Divergence (MACD): 
MACD is a popular momentum indicator used in technical analysis to identify 
potential trend reversals, generate trading signals, and assess the strength of a 
trend. The concept was first introduced by Gerald Appel in 1970. The MACD 
indicator is calculated using two exponential moving averages (EMAs) of an 
asset’s price. The two main components of the MACD are (a) MACD line (the 
fast line), which is the difference between a short-term EMA (usually based 
on 12 periods) and a longer-term EMA (usually 26 periods), and (b) Signal 
line (the slow line): this is the 9-day EMA of the MACD line that is used to 
generate trading signals. The computation of the MACD lines involves the 
following steps.
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(a) The computation of the Short-Term EMA (Exponential Moving Average): 
To compute the short-term EMA, the number of days of the short-term 
EMA is first chosen. The usual length of this period is 12 days. The EMA 
for each day is computed using the closing prices of stocks using (18.5). 

EMAshort−term =
(
CP ∗ 2 

STP + 1

)
+

(
PEMA ∗

(
1 − 2 

STP + 1

))
(18.5) 

In (18.5), CP, STP, and PEMA denote the closing price, short-term 
period, and previous EMA, respectively. The initial EMA is usually the 
SMA of the first day’s closing prices. 

(b) The computation of the MACD line (fast line): The MACD line 
is computed by subtracting the long-term EMA (EMALT ) from the 
short-term EMA (EMAST ) as in (18.6). 

MACD Line = EMAST − EMALT (18.6) 

(c) The computation of the Signal line (slow line): To compute the signal 
line, first, the number of periods for the signal line is chosen. The most 
used value for the number of periods for the signal line is 9. The signal 
line is the EMA of the MACD line computed based on the signal line 
period as in (18.7). 

Signal Line = EMA(MACD Line, Signal Line Period ) (18.7) 

(d) The computation of the MACD histograms: In the final step, the MACD 
histograms are computed by subtracting the signal line from the MACD 
line as in (18.8). 

MACD Histogram = MACD Line − Signal Line (18.8) 

The resulting MACD histograms visually represent the difference 
between the MACD line and the signal line. When the MACD line crosses 
above the signal line, it generates a bullish signal, indicating a potential 
upward momentum. Conversely, when the MACD line crosses below 
the signal line, it generates a bearish signal, indicating potential down-
ward momentum. Divergence occurs when the asset price and the MACD 
indicator move in opposite directions, while convergence occurs in the 
same direction. Divergence can be a sign of a potential reversal. When 
the MACD histograms rise above the zero line, it indicates a bullish 
momentum. When it is below the zero line and falling, it suggests a 
bearish momentum.
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(vi) Computation of the Relative Strength Index: The  relative strength index 
(RSI) is a momentum oscillator that measures the speed and change of price 
movements. The RSI is often used to help traders identify potential trend 
reversals and generate buy or sell signals. The computation of RSI involves 
the following steps. 

(a) Choosing the period: The most used period length is 14, representing 14 
trading days or periods. However, traders can adjust this period based on 
their preferences and the timeframe they are analyzing. 

(b) The computation of the average gain and average loss: The average gain 
and average loss are computed over the selected period using (18.9) and 
(18.10). The gain or loss for each period is determined by comparing the 
current closing price with the previous closing price. 

Average Gain = 
Sum of Gains over N periods 

N 
(18.9) 

Average Loss = 
Sum of Losses over N periods 

N 
(18.10) 

(c) The computation of the relative strength (RS): The  relative strength (RS) 
is computed by dividing the average gain by the average loss as in (18.11). 

RS = 
Average Gain 

Average Loss 
(18.11) 

(d) The computation of the RSI: Finally, the RSI value is computed as in 
(18.12). The value of RSI lies between 0 and 100. 

RSI = 100 −
(

100 

1 + RS

)
(18.12) 

If the RSI is above 70, it is often considered overbought, indicating 
that the stock may be overvalued, and a trend reversal or corrective pull-
back may be imminent. On the other hand, if the RSI is below 30, it is 
considered oversold, indicating that the asset may be undervalued, and 
a trend reversal or corrective upward movement may be on the horizon. 
The divergence between the RSI and the price movement can also provide 
signals. For example, if the price is making new highs, but the RSI is not 
confirming them, it may indicate a weakening momentum. Some traders 
use the level of 50 as a threshold. An RSI above 50 is considered bullish, 
while an RSI below 50 is considered bearish. 

(vii) Graphical representation of the technical indicators: For each stock, the 
Bolinger Bands, MACD histograms, and RSI plots are constructed, and the 
buy and sell signal points are identified.
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(viii) Returns computation: This step involves the computation of returns for 
12 months from July 1, 2022, to June 30, 2023, for each stock, using the 
technical indicators. A comparative analysis of the three indicators is made 
based on the computed annual returns. 

18.4 Experimental Results 

This section presents details of the stocks chosen from the 14 sectors for the study 
and the results of the performance of the three technical indicators on the stocks. 
The 14 sectors examined in this study are banking, auto, consumer durables, finan-
cial services except banks, IT, FMCG, metal, media, oil and gas, mid-small IT and 
telecom, private banks, pharma, realty, and PSU banks. The Bollinger Bands, MACD, 
and RSI values for the top ten stocks in the 14 sectors are calculated and plotted 
using Python 3.9.8 and its libraries numpy, pandas, matplotlib, and yfinance. These 
programs were run on the Google Colab platform [85]. 

Section 4.1 identifies the top ten stocks from the sectors based on their free-float 
market capitalization (FMCC). Subsequently, Sect. 4.2 presents the detailed results 
of the performance of the three technical indicators on the stocks. A critical analysis 
of the results is done in Sect. 4.3. 

18.4.1 The Selection of Stocks for Analysis 

This section mentions the top 10 stocks from each of the above-mentioned 14 sectors. 
These stocks have the large FMCC in their respective sectors. 

Auto sector: According to the report released by the NSE on June 30, 2022, 
the ten stocks with the largest FFMC are the following: Maruti Suzuki India 
(MARUTI), Mahindra & Mahindra (M&M), Tube Investment of India (TIINDIA), 
Tata Motors (TATAMOTORS), Bajaj Auto (BAJAJ-AUTO), TVS Motor Company 
(TVSMOTOR), Eicher Motors (EICHERMOT), Ashok Leyland (ASHOKLEY), 
Hero MotoCorp (HEROMOTOCO), and Bharat Forge (BHARATFORG) [84]. The 
ticker symbols for these stocks, unique identifiers on the stock exchange, are provided 
in parentheses. 

Banking sector: The top ten banking sector stocks by their FFMC are: HDFC 
Bank (HDFCBANK), ICICI Bank (ICICIBANK), Kotak Mahindra Bank (KOTAK-
BANK), State Bank of India (SBIN), IndusInd Bank (INDUSINDBK), Axis 
Bank (AXISBANK), AU Small Finance Bank (AUBANK), Bank of Baroda 
(BANKBARODA), IDFC First Bank (IDFCFIRSTB), and Federal Bank (FEDER-
ALBNK) [84].
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Financial Services Ex-Banks sector: The ten stocks with the highest FFMC are 
as follows: HDFC (HDFC), Bajaj Finance (BAJFINANCE), Bajaj Finserv (BAJA-
JFINSV), SBI Life Insurance Company (SBILIFE), HDFC Life Insurance Company 
(HDFCLIFE), Shriram Finance (SHRIRAMFIN), Cholamandalam Investment and 
Finance (CHOLAFIN), ICICI Lombard General Insurance Company (ICICIGI), (ix) 
Bajaj Holdings and Investment (BAJAJHLDNG), and Power Finance Corporation 
(PFC) [84]. 

Consumer Durables sector: The top ten stocks in this sector based on their FFMC are 
the following: Titan Company (TITAN), Crompton Greaves Consumer Electricals 
(CROMPTON), Havells India (HAVELLS), Dixon Technologies (DIXON), Voltas 
(VOLTAS), Bata India (BATAINDIA), Rajesh Exports (RAJESHEXPO), Kajaria 
Ceramics (KAJARIACER), Blue Star (BLUESTARCO), and Relaxo Footwears 
(RELAXO) [84]. 

FMCG sector: The ten stocks with the highest FFMC in this sector are: ITC (ITC), 
Nestle India (NESTLEIND), Hindustan Unilever (HINDUNILVR), Tata Consumer 
Products (TATACONSUM), Britannia Industries (BRITANNIA), Godrej Consumer 
Products (GODREJCP), Dabur India (DABUR), Varun Beverages (VBL), Marico 
(MARICO), and United Spirits (MCDOWELL-N) [84]. 

Information Technology (IT) sector: The top ten stocks in the IT sector based 
on their FFMC are as follows: Tata Consultancy Services (TCS), Infosys (INFY), 
Wipro (WIPRO), Tech Mahindra (TECHM), HCL Technologies (HCLTECH), 
LTIMindtree (LTIM), Persistent Systems (PERSISTENT), Coforge (COFORGE), 
MphasiS (MPHASIS), and L&T Technology Services (LTTS) [84]. 

Media sector: The top ten stocks with the highest FFMC in this sector are 
the following: PVR (PVRINOX), Zee Entertainment Enterprises (ZEEL), Sun 
TV Network (SUNTV), Nazara Technologies (NAZARA), TV18 Broadcast 
(TV18BRDCST), Dish TV India (DISHTV), Navneet Education (NAVNETEDUL), 
Network18 Media & Investments (NETWORK18), NDTV (NDTV), and Hathway 
Cable & Datacom (HATHWAY) [84]. However, NAZARA and PVRINOX were not 
included due to their listing on NSE after the portfolio formation began on July 1, 
2019. Consequently, TV Today (TVTODAY) and Saregama India (SAREGAMA) 
replaced PVRINOX and NAZARA, respectively, as their market capitalization was 
higher. 

Metal sector: The top ten stocks in this sector, ranked by their FFMC, are 
the following: Tata Steel (TATASTEEL), JSW Steel (JSWSTEEL), Adani Enter-
prises (ADANIENT), Hindalco Industries (HINDALCO), APL Apollo Tubes 
(APLAPOLLO), Vedanta (VEDL), Jindal Stainless (JSL), Jindal Steel and Power 
(JINDALSTEL), NMDC (NMDC), and Steel Authority of India (SAIL) [84]. 

Mid-Small IT and Telecom sector: This category encompasses mid and small-
cap stocks in the IT & telecom sector. The top ten stocks with the highest 
FFMC are: Persistent Systems (PERSISTENT), Tata Elxsi (TATAELXSI), 
Coforge (COFORGE), Tata Communications (TATACOMM), KPIT Technologies
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(KPITTECH), MphasiS (MPHASIS), L&T Technology Services (LTTS), Cyient 
(CYIENT), Oracle Financial Services Software (OFSS), and Sonata Software 
(SONATSOFTW) [84]. 

Oil and Gas sector: The top ten stocks in the oil and gas sector, based on 
their FFMC, are Reliance Industries (RELIANCE), Bharat Petroleum Corporation 
(BPCL), Oil and Natural Gas Corporation (ONGC), GAIL India (GAIL), Hindustan 
Petroleum Corporation (HINDPETRO), Indian Oil Corporation (IOC), Adani Total 
Gas (ATGL), Indraprastha Gas (IGL), Petronet LNG (PETRONET), Oil India (OIL) 
[84]. 

Pharma sector: The top ten stocks in this sector, based on their FFMC are 
the following: Dr. Reddy’s Labs (DRREDDY), Sun Pharmaceuticals Industries 
(SUNPHARMA), Divi’s Laboratories (DIVISLAB), Cipla (CIPLA), Aurobindo 
Pharma (AUROPHARMA), Lupin (LUPIN), Alkem Laboratories (ALKEM), 
Zydus Lifesciences (ZYDUSLIFE), Torrent Pharmaceuticals (TORNTPHARM), 
and Laurus Labs (LAURUSLABS) [84]. 

Private Banks sector: The top ten stocks in this sector based on their FFMC are: ICICI 
Bank (ICICIBANK), HDFC Bank (HDFCBANK), IndusInd Bank (INDUSINDBK), 
Kotak Mahindra Bank (KOTAKBANK), Axis Bank (AXISBANK), IDFC First 
Bank (IDFCFIRSTB), Federal Bank (FEDERALBNK), Bandhan Bank (BAND-
HANBNK), City Union Bank (CUB), and RBL Bank (RBLBANK), and [84]. 

PSU Banks sector: The top ten stocks with the largest FFMC in this sector 
are: State Bank of India (SBIN), Punjab National Bank (PNB), Bank of Baroda 
(BANKBARODA), Canara Bank (CANBK), Bank of India (BANKINDIA), 
Indian Bank (INDIANB), Union Bank of India (UNIONBANK), Indian Overseas 
Bank (IOB), Bank of Maharashtra (MAHABANK), and Central Bank of India 
(CENTRALBK) [84]. 

Realty sector: The top ten stocks in the realty sector based on their FFMC are 
the following: DLF (DLF), Godrej Properties (GODREJPROP), Macrotech Devel-
opers (LODHA), Oberoi Realty (OBEROIRLTY), Phoenix Mills (PHOENIXLTD), 
Brigade Enterprises (BRIGADE), Prestige Estate Projects (PRESTIGE), Indiab-
ulls Real Estate (IBREALEST), Mahindra Lifespace Developers (MAHLIFE), and 
Sobha (SOBHA) [84]. The stock of LODHA was replaced by Sunteck Realty 
(SUNTECK) as the former was listed on the NSE only from 2021 in the month 
of April. 

18.4.2 Performance Results 

The results of the performance of the three technical indicators on the top 10 stocks 
of the chosen 14 sectors are presented in this section. The results are presented sector-
wise. For each sector, as an illustration, the plots for the Bollinger Bands, MACD,
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and RSI are shown for one of the stocks from the sector. However, the annual returns 
for all stocks are presented for three technical indicators for comparative analysis. 

Auto Sector: Figures 18.1, 18.2, and 18.3 present the Bollinger Bands, MACD, 
and RSI plots, respectively, from July 1, 2022, to June 30, 2023, of Mahindra and 
Mahindra, the stock with the highest FFMC of the auto sector. Table 18.2 exhibits 
the annual returns of the three strategies for the 10 stocks of this sector. 

Banking Sector: Figures 18.4, 18.5, and 18.6 present the Bollinger Bands, MACD, 
and RSI plots, respectively, of ICICI Bank, of the banking sector from July 1, 2022 
to June 30, 2023. Table 18.3 exhibits the annual returns of the three strategies for the 
10 sector stocks. The highest return for a given stock is shown in a bold font.

Financial Services Except Banks: Figures 18.7, 18.8, and 18.9 present the Bollinger 
Bands, MACD, and RSI plots, respectively, of Bajaj Finance from July 1, 2022, to 
June 30, 2023. Table 18.4 exhibits the annual returns of the three strategies for the 
10 stocks of this sector. The highest return for a given stock is shown in a bold font.

Consumer Durable Sector: Figures 18.10, 18.11 and 18.12 present the Bollinger 
Bands, MACD, and RSI plots, respectively, of Titan Company from July 1, 2022, to 
June 30, 2023. Table 18.5 exhibits the annual returns of the three strategies for the 
10 stocks of this sector. The highest return for a stock is shown in bold font.

FMCG Sector: Figures 18.13, 18.14 and 18.15 present the Bollinger Bands, MACD, 
and RSI plots, respectively, of Hindustan Unilever from July 1, 2022, to June 39, 
2023. Table 18.6 exhibits the annual returns of the three strategies for the 10 stocks 
of the FMCG sector.

IT Sector: Figures 18.16, 18.17 and 18.18 present the Bollinger Bands, MACD, and 
RSI plots, respectively, of Coforge from July 1, 2022, to June 30, 2023. Table 18.7 
exhibits the annual returns of the three strategies for the 10 stocks of the IT sector.

Fig. 18.1 The Bollinger Bands plot of Mahindra and Mahindra stock with the trading signal points 
identified
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Fig. 18.2 The MACD plot of Mahindra and Mahindra stock with the trading signal points identified 

Fig. 18.3 The RSI plot of Mahindra and Mahindra stock with the trading signal points identified 

Table 18.2 The Auto 
sector’s annual return (in 
percentage) of the BB, 
MACD, and RSI methods 

Stocks BB MACD RSI 

M&M 12.71 20.74 6.55 

MARUTI 10.40 9.58 7.42 

TATAMOTORS 21.09 29.60 9.50 

BAJAJ-AUTO 13.43 30.30 5.19 

EICHERMOT 10.54 19.04 13.53 

HEEROMOTOCO 1.88 5.12 17.03 

TIINIDA 35.13 41.47 0.00 

TVSMOTOR 13.83 28.70 8.54 

ASHOKLEY 12.25 -4.20 13.41 

BHARATFORG 29.75 -5.04 6.65
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Fig. 18.4 The Bollinger Bands plot of ICICI Bank stock with the trading signal points identified 

Fig. 18.5 The MACD plot of ICICI Bank stock with the trading signal points identified

Media Sector: Figures 18.19, 18.20, and 18.21 present the Bollinger Bands, MACD, 
and RSI plots, respectively, of Zee Entertainment Enterprises from July 1, 2022, to 
June 30, 2023. Table 18.8 exhibits the annual returns of the three strategies for the 
10 media sector stocks. The highest return for a given stock is shown in a bold font.

Metal Sector: Figures 18.22, 18.23 and 18.24 present the Bollinger Bands, MACD, 
and RSI plots, respectively, of Hindalco Industries from July 1, 2022, to June 30, 
2022. Table 18.9 exhibits the annual returns of the three strategies for the 10 stocks 
of this sector.

Mid-Small IT and Telecom Sector: Figures 18.25, 18.26 and 18.27 present the 
Bollinger Bands, MACD, and RSI plots, respectively, of L&T Technology Services
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Fig. 18.6 The RSI plot of ICICI Bank stock with the trading signal points identified 

Table 18.3 The Banking 
sector’s annual return (in 
percentage) of the BB, 
MACD, and RSI methods 

Stocks BB MACD RSI 

HDFCBANK 23.11 12.82 0.00 

ICICIBANK 28.78 19.95 11.63 

SBIN 6.46 22.04 6.75 

AXISBANK 30.81 32.29 6.81 

KOTAKBANK 11.22 3.16 3.22 

INDUSINDBK 24.29 11.73 11.24 

AUBANK 13.39 25.08 20.18 

BANKBARODA 18.96 29.12 14.04 

FEDERALBNK 42.35 2.29 0.00 

IDFCFIRSTB 22.48 38.13 0.00

Fig. 18.7 The Bollinger Bands plot of Bajaj Finance stock with the trading signal points identified
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Fig. 18.8 The MACD plot of Bajaj Finance stock with the trading signal points identified 

Fig. 18.9 The RSI plot of Bajaj Finance stock with the trading signal points identified 

Table 18.4 The Financial 
Services Ex-Banks sector 
annual return (in percentage) 
of the BB, MACD, and RSI 
methods 

Stock BB MACD RSI 

HDFC 23.11 20.54 0.00 

BAJFINANCE 22.25 30.96 1.97 

BAJAJFINSV 27.70 28.40 -4.47 

HDFCLIFE 4.44 19.18 5.02 

SBILIFE 14.55 11.59 8.37 

SHRIRAMFIN 3.08 20.49 18.47 

CHOLAFIN 21.44 57.03 0.00 

ICICIGI 8.59 4.39 5.37 

BAJAJHLDNG 12.24 44.19 8.77 

PFC 19.72 56.69 4.21
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Fig. 18.10 The Bollinger Bands plot of Titan Company stock with the trading signal points 
identified 

Fig. 18.11 The MACD plot of Titan Company stock with the trading signal points identified

from July 1, 2022, to June 30, 2023. Table 18.10 exhibits the annual returns of the 
three strategies for the 10 stocks of this sector.

Oil and Gas Sector: Figures 18.28, 18.29 and 18.30 present the Bollinger Bands, 
MACD, and RSI plots, respectively, of Hindustan Petroleum Corporation from July 
1, 2022, to June 30, 2023. Table 18.11 exhibits the annual of the three strategies for 
the 10 stocks of this sector.

Pharma Sector: Figures 18.31, 18.32 and 18.33 present the Bollinger Bands, MACD, 
and RSI plots, respectively, of Sun Pharmaceuticals Industries from July 1, 2022, to 
June 30, 2023. Table 18.12 exhibits the annual returns of the three strategies for the 
10 stocks of this sector. The highest return for a given stock is shown in a bold font.
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Fig. 18.12 The RSI plot of Titan Company stock with the trading signal points identified 

Table 18.5 The Consumer 
Durables sector annual 
returns (in percentage) of the 
BB, MACD, and RSI methods 

Stocks BB MACD RSI 

TITAN 29.20 26.80 9.05 

HAVELLS 16.09 4.05 9.23 

CROMPTON 18.71 − 29.38 − 21.86 
VOLTAS 9.72 − 10.56 3.14 

DIXON − 16.30 54.34 − 16.66 
KAJARIACER 26.62 20.11 0.00 

BATAINDIA − 5.57 5.99 0.59 

BLUESTARCO 20.06 50.69 5.36 

RAJESHEXPO 27.70 − 10.98 − 9.73 
RELAXO − 7.95 − 8.56 − 9.51

Fig. 18.13 The Bollinger Bands plot of Hindustan Unilever stock with the trading signal points 
identified
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Fig. 18.14 The MACD plot of Hindustan Unilever stock with the trading signal points identified 

Fig. 18.15 The RSI plot of Hindustan Unilever stock with the trading signal points identified 

Table 18.6 The FMCG 
sector annual returns (in 
percentage) of the BB, 
MACD, and RSI methods 

Stocks BB MACD RSI 

ITC 8.77 34.06 0.00 

HINDUNILVR 26.31 11.89 7.42 

NESTLEIND 12.79 20.42 7.31 

BRITANNIA 18.61 17.40 0.00 

TATACONSUM 12.95 7.62 2.97 

GODREJCP 23.50 17.71 0.00 

VBL 17.36 38.82 19.89 

DABUR 11.76 7.44 0.00 

MCDOWELL-N 2.12 13.44 -3.61 

MARICO 12.04 -4.68 0.00
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Fig. 18.16 The Bollinger Bands plot of Coforge stock with the trading signal points identified 

Fig. 18.17 The MACD plot of Coforge stock with the trading signal points identified 

Fig. 18.18 The RSI plot of Coforge stock with the trading signal points identified
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Table 18.7 The IT sector 
annual returns (in percentage) 
of the BB, MACD, and RSI 
methods 

Stocks BB MACD RSI 

INFY 0.16 − 5.40 − 10.99 
TCS − 0.54 4.28 3.77 

WIPRO 1.03 − 1.07 6.30 

TECHM 14.98 13.91 11.97 

HCLTECH 4.22 14.48 0.00 

LTIM 34.93 13.83 26.79 

PERSISTENT 7.08 39.30 0.00 

COFORGE 37.57 17.03 32.60 

MPHASIS − 11.16 1.35 3.70 

LTTS 41.61 19.57 10.01

Fig. 18.19 The Bollinger Bands plot of Zee Entertainment Enterprises stock with the trading signal 
points identified

Private Banks Sector: Figures 18.34, 18.35 and 18.36 present the Bollinger Bands, 
MACD, and RSI plots, respectively, of Axis Bank, one of the ten stocks of the private 
banks sector. Table 18.13 exhibits the annual returns of the three strategies for the 
10 stocks of the private banks sector.

PSU Banks Sector: Figures 18.37, 18.38 and 18.39 present the Bollinger Bands, 
MACD, and RSI plots, respectively, of the State Bank of India from July 1, 2022, to 
June 30, 2023. Table 18.14 exhibits the annual returns of the three strategies for the 
10 stocks of this sector.

Realty Sector: Figures 18.40, 18.41 and 18.42 present the Bollinger Bands, MACD, 
and RSI plots, respectively, of DLF from July 1, 2022, to June 30, 2023. Table 18.15 
exhibits the annual returns of the three strategies for the 10 stocks of this sector.



480 H. Waghela et al.

Fig. 18.20 The MACD plot of Zee Entertainment Enterprises stock with the trading signal points 
identified 

Fig. 18.21 The RSI plot of Zee Entertainment Enterprises stock with the trading signal points 
identified

Table 18.16 exhibits the summary of the results, in which, for each sector, the 
number of stocks that yielded the highest returns corresponding to each of the three 
strategies are listed. For example, for the auto sector, for the period from July 1, 
2022, to June 30, 2023, two stocks yielded the highest returns using Bollinger bands, 
the MACD strategy yielded the highest return for six stocks, while for two stocks, the 
RSI strategy yielded the highest return. The column-wise totals represent the total 
number of stocks that yielded the highest returns corresponding to the three strategies 
for the said period. Bollinger Bands, MACD, and RSI strategies yielded the highest 
returns for 61, 62, and 17 stocks, respectively. It is evident that while the Bollinger 
Bands and MACD strategies performed equally well, RSI’s performance was poor. 
The Bollinger Bands strategy exhibited the best performance for the private banks
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Table 18.8 The Media sector 
returns (in percentage) of the 
BB, MACD, and RSI methods 

Stocks BB MACD RSI 

ZEEL − 5.55 − 13.25 − 31.28 
PVRINOX − 21.68 − 28.74 10.76 

SUNTV 28.06 − 20.60 − 1.56 
TV18BRDCST − 2.81 − 8.29 12.12 

NAZARA − 1.18 − 7.65 21.00 

DISHTV − 18.15 70.31 − 4.29 
NETWORK18 3.08 − 16.55 31.11 

NAVNETEDUL − 0.68 27.72 − 6.48 
HATHWAY 4.04 − 0.31 11.11 

NDTV 73.74 185.85 − 23.09

Fig. 18.22 The Bollinger Bands plot of Hindalco Industries stock with the trading signal points 
identified

and consumer durables sectors. For the PSU banks sector, the performance of the 
MACD strategy has been excellent. While the performance of the RSI strategy is 
found to be quite poor in general for the period of this study, for the media sector, 
this strategy worked reasonably well.

18.4.3 Critical Analysis of the Results 

Bollinger Bands, MACD, and RSI are the three most popular technical indicators, 
each yielding the best returns under specific time series patterns of stock prices. 

Bollinger Bands: As mentioned in Sect. 18.3, Bollinger Bands comprise a central 
band (a moving average) and two additional bands (each a standard deviation away
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Fig. 18.23 The MACD plot of Hindalco Industries stock with the trading signal points identified 

Fig. 18.24 The RSI plot of Hindalco Industries stock with the trading signal points identified 

Table 18.9 The Metal sector 
annual returns (in percentage) 
of the BB, MACD, and RSI 
methods 

Stocks BB MACD RSI 

TATASTEEL 30.05 15.65 6.13 

ADANIENT − 19.12 117.35 − 47.74 
JSWSTEEL 15.64 8.24 34.56 

HINDALCO 33.35 21.42 33.22 

VEDL 22.96 2.66 − 2.78 
APLAPOLLO 28.59 34.63 11.18 

JINDALSTEL 19.40 8.24 12.02 

SAIL 40.75 − 10.37 12.11 

NMDC 1.40 − 13.76 6.21 

JSL 28.09 72.75 0.00
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Fig. 18.25 The Bollinger Bands plot of L&T Technology Services stock with the trading signal 
points identified 

Fig. 18.26 The MACD plot of L&T Technology Services stock with the trading signal points 
identified

from the moving average). These bands help detect volatility and potential buy or 
sell signals by comparing the stock’s price to these bands. The following time series 
patterns are most appropriate for computations using Bollinger Bands.

(i) Mean reversion: Stocks that show mean-reverting behavior, where prices oscil-
late around a central value (the moving average), tend to yield the highest returns 
with Bollinger Bands. In this pattern, prices frequently touch or cross the outer 
bands and revert to the middle band.
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Fig. 18.27 The RSI plot of L&T Technology Services stock with the trading signal points identified 

Table 18.10 The Mid-Small 
IT & Telecom sector returns 
(in percentage) of the BB, 
MACD, and RSI methods 

Stocks BB MACD RSI 

TATAELXSI − 19.21 22.14 − 1.49 
PERSISTENT 7.08 39.30 0.00 

TATACOMM 39.34 34.96 0.00 

COFORGE 37.57 17.03 32.60 

MPHASIS − 11.16 1.36 3.70 

KPITTECH 23.87 9.44 0.00 

CYIENT 10.71 26.38 7.12 

LTTS 41.61 19.57 10.01 

SONATASOFTW 21.17 61.19 0.00 

OFSS 4.41 6.97 0.00

Fig. 18.28 The Bollinger Bands plot of Hindustan Petroleum Corporation stock with the trading 
signal points identified
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Fig. 18.29 The MACD plot of Hindustan Petroleum Corporation stock with the trading signal 
points identified 

Fig. 18.30 The RSI plot of Hindustan Petroleum Corporation stock with the trading signal points 
identified

(ii) High volatility periods: Stocks experiencing high volatility, where prices 
frequently move from one band to another, can provide good trading oppor-
tunities. Traders can purchase when the price reaches the lower band and sell 
when it hits the upper band. 

Bollinger Bands yielded the highest returns for 61 stocks, which were typically 
highly volatile and mean-reverting in nature. More specifically, most of the consumer 
durables and private banks’ stocks were volatile and mean-reverting. Therefore, 
Bollinger Bands generated the highest returns for most stocks in these two sectors. 

MACD: The MACD is a momentum indicator that tracks trends by comparing two 
moving stock price averages. According to Sect. 18.3, the MACD line is created
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Table 18.11 The oil and gas 
sector annual returns (in 
percentage) of the BB, 
MACD, and RSI methods 

Stocks BB MACD RSI 

RELIANCE 6.22 − 1.07 21.20 

ONGC 23.42 − 2.98 10.73 

BPCL 16.12 6.45 13.46 

IOC 8.95 21.39 − 0.73 
GAIL 7.97 − 13.09 0.00 

ATGL − 297 18.44 − 401.63 
HINDPETRO 10.92 10.97 23.09 

PETRONET 10.85 − 21.92 2.70 

IGL 27.31 16.43 0.00 

OIL 4.00 − 20.83 12.73

Fig. 18.31 The Bollinger Bands plot of Sun Pharmaceutical Industries stock with the trading signal 
points identified

by subtracting the 26-period EMA from the 12-period EMA. The signal line is the 
9-period EMA of the MACD line. The time series of stock prices for which MACD 
usually yields the highest returns exhibit the following patterns. 

(i) Trending markets: MACD performs best in trending markets, where a clear 
upward or downward trend is characterized by clear upward or downward move-
ments. In a bullish trend, marked by a strong upward trajectory, a buy signal 
occurs when the MACD line crosses above the Signal line. Conversely, a sell 
signal occurs when the MACD line crosses below the Signal line in a bearish 
trend, defined by a downward trajectory. 

(ii) Long trends: Long, sustained trends provide the best signals because MACD is 
designed to capture the trend’s momentum. 

MACD yielded the highest returns for 62 stocks that exhibited long and strong 
trends in their time series. Financial services except banks, PSU banks, auto, and
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Fig. 18.32 The MACD plot of Sun Pharmaceutical Industries stock with the trading signal points 
identified 

Fig. 18.33 The RSI plot of Sun Pharmaceutical Industries stock with the trading signal points 
identified

mid-small IT and telecom sectors exhibited stronger trends. Hence, the performance 
of MACD was the best for these sectors. 

RSI: RSI functions as a momentum oscillator, assessing the pace and variation 
of price changes. As explained in Sect. 18.3, it ranges between 0 and 100 and is 
commonly utilized to detect overbought or oversold conditions. 

Overbought or oversold patterns: RSI is most effective when stocks exhibit 
clear overbought conditions (above 70) or oversold conditions (below 30). Stocks 
frequently entering these extreme zones and returning to normal levels often present 
favorable trading opportunities. RSI divergence, where the price establishes a new 
high or low while RSI does not, can indicate potential reversals. Bullish divergence 
occurs when the stock price establishes a new low while the RSI forms a higher
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Table 18.12 The Pharma 
sector annual returns (in 
percentage) of the BB, 
MACD, and RSI methods 

Stocks BB MACD RSI 

SUNPHARMA 19.91 28.16 4.47 

DRREDDY 5.86 1.64 20.10 

CIPLA − 9.09 − 2.21 11.88 

DIVISLAB 38.08 − 11.48 − 7.68 
LUPIN 14.24 2.15 9.31 

AUROPHARMA 16.55 2.36 6.64 

ALKEM 15.68 12.26 0.00 

TORNTPHARM 8.99 22.71 10.19 

ZYDUSLIFE 12.30 36.46 5.43 

LAURUSLABS − 39.40 − 26.80 − 38.27

Fig. 18.34 The Bollinger Bands plot of Axis Bank stock with the trading signal points identified 

Fig. 18.35 The MACD plot of Axis Bank stock with the trading signal points identified
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Fig. 18.36 The RSI plot of Axis Bank stock with the trading signal points identified 

Table 18.13 The Private 
Banks sector annual returns 
(in percentage) of the BB, 
MACD, and RSI methods 

Stocks BB MACD RSI 

ICICIBANK 28.78 19.95 11.63 

HDFCBANK 23.11 12.82 0.00 

INDUSINDBK 24.29 11.73 11.24 

KOTAKBANK 11.22 3.16 3.22 

AXISBANK 30.81 32.29 6.81 

FEDERALBNK 42.35 2.29 0.00 

IDFCFIRSTB 22.48 38.13 0.00 

BANDHANBNK 8.21 0.32 0.25 

RBLBANK 39.58 56.09 18.43 

CUB − 3.00 − 9.45 − 28.64

Fig. 18.37 The Bollinger Bands plot of State Bank of India stock with the trading signal points 
identified
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Fig. 18.38 The MACD plot of State Bank of India stock with the trading signal points identified 

Fig. 18.39 The RSI plot of State Bank of India stock with the trading signal points identified 

Table 18.14 The PSU Banks 
sector annual returns (in 
percentage) of the BB, 
MACD, and RSI methods 

Stocks BB MACD RSI 

SBIN 6.46 22.04 6.75 

BANKBARODA 18.96 29.13 14.04 

PNB 13.86 71.13 0.00 

CANBK 30.23 23.60 0.00 

UNIONBANK 17.17 101.29 4.04 

INDIANB 24.74 101.29 23.14 

BANKINDIA 11.68 41.33 2.00 

MAHABANK 10.20 95.83 18.03 

IOB − 7.48 27.79 − 0.83 
CENTRALBK 1.05 72.91 12.74
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Fig. 18.40 The Bollinger Bands plot of DLF stock with the trading signal points identified 

Fig. 18.41 The MACD plot of DLF stock with the trading signal points identified

low, indicating a weakening downward trend. Conversely, bearish divergence occurs 
when the stock price establishes a new high, but RSI forms a lower high, suggesting 
weakening upward momentum. 

The results clearly indicate that stocks from most sectors did not exhibit over-
bought or oversold patterns except for the media sector stocks. Hence, RSI performed 
well only for 17 out of 140 stocks from 14 sectors. 

It’s important to recognize that each of these indicators has advantages, which 
are influenced by market conditions and the behavior of stock prices. Consequently, 
traders must choose a suitable tool based on the traits of the time series they are 
analyzing.
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Fig. 18.42 The RSI plot of DLF stock with the trading signal points identified 

Table 18.15 The Realty 
sector annual returns (in 
percentage) of the BB, 
MACD, and RSI methods 

Stocks BB MACD RSI 

DLF 19.18 13.61 9.99 

GODREJPROP 2.27 15.84 − 4.68 
LODHA 7.16 − 19.49 11.65 

PHOENIXLTD 18.27 2.00 11.45 

OBEROIRLTY 41.72 7.84 17.17 

PRESTIGE 22.95 26.81 15.56 

BRIGADE 18.28 5.87 0.00 

MAHLIFE 2.24 10.33 6.45 

IBREALEST 2.57 14.38 13.04 

SOBHA 22.42 1.78 − 11.53

18.5 Applications of AI and Machine Learning 

The study of the effectiveness of Bollinger Bands, MACD, and RSI in the stock 
market can be significantly enhanced by incorporating AI and machine learning 
techniques. Some of these methods and approaches are discussed in this section.

(i) Data collection and preprocessing: In this study, the data gathering was auto-
mated using web scraping and Yahoo Finance APIs to obtain stock price data 
from the NSE website. 

(ii) Data cleaning and normalization: In the current work, missing data detec-
tion and imputation have been done using machine learning techniques. Data 
normalization has also ensured consistency across different stocks and sectors.
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Table 18.16 The summary 
results of the three technical 
indicators on the fourteen 
sectors (Period: July 1, 
2022–June 30, 2023) 

Sector BB MACD RSI 

Auto 2 6 2 

Banking 5 5 0 

Financial Services Ex Banks 3 7 0 

Consumer Durables 7 3 0 

FMCG 6 4 0 

Information Technology 5 3 2 

Media 2 3 5 

Metal 5 3 2 

Mid-Small IT & Telecom 4 6 0 

Oil and Gas 5 2 3 

Pharma 4 4 2 

Private Banks 7 3 0 

PSU Banks 1 9 0 

Realty 5 4 1 

Total 61 62 17

(iii) Enhanced feature extraction: The technical analysis of stocks can be further 
improved using AI and deep learning to derive additional features from raw 
stock price data, such as volatility measures, sector-specific indicators, and 
macroeconomic factors. 

(iv) Dimensionality reduction: Methods like principal component analysis (PCA) 
from machine learning can decrease the number of features in extensive 
datasets while preserving the most relevant ones, enhancing model efficiency 
and performance. 

(v) Predictive model development: Machine learning models can be further devel-
oped to predict stock price movement based on technical indicators and other 
derived features. Models such as neural networks, gradient boosting, random 
forests, and the like can be designed for this purpose. 

(vi) Signal optimization: Use of AI to optimize buy and sell signals from Bollinger 
Bands, MACD, and RSI. As an illustration, reinforcement learning can be 
utilized to acquire optimal trading tactics by maximizing returns within a 
simulated setting. 

(vii) Algorithmic trading: Machine learning algorithms can be implemented to 
automate trading decisions based on real-time data, allowing for faster and 
potentially more profitable trades. 

(viii) Performance analysis: Machine learning techniques are used to statis-
tically compare the performance of Bollinger Bands, MACD, and RSI 
across different stocks and sectors. Techniques such as cross-validation and 
bootstrapping can provide robust performance estimates.
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(ix) Ensemble methods: Predictions from multiple technical indicators can be 
combined using ensemble methods like stacking, boosting, or bagging to 
improve overall trading performance. 

(x) Predictive risk analysis: Utilizing AI and machine learning models enables 
the anticipation of potential risks and downturns tied to various trading tactics. 
Integrating machine learning methodologies can elevate methods such as 
conditional value at risk. 

(xi) Dynamic portfolio optimization: Machine learning and AI algorithms can 
dynamically adjust the portfolio composition based on predicted market 
conditions and technical indicator performance. 

(ix) Visualization and interpretation: While several visualization techniques have 
been used to exhibit the performance of the technical indicators, AI-powered 
tools can be further used to create dynamic and interactive visualizations of 
trading performance, technical indicator signals, and comparative analysis 
results. 

(x) Natural language processing: NLP techniques can be utilized to analyze news 
sentiment and the trends in social, integrating these insights with technical 
indicators to enhance trading decisions. 

(xi) Model retraining: The predictive models can be continuously retrained with 
new data to adapt to changing market conditions using AI and machine 
learning. Automated pipelines can be set up for ongoing data collection, model 
training, and evaluation. 

(xii) Feedback loops: Feedback loops can be established where the performance 
of trading strategies is monitored, and AI models are adjusted based on the 
outcomes to improve future performance. 

18.6 Conclusion 

This chapter explored three prominent and extensively utilized technical indicators— 
Bollinger Bands, MACD, and RSI—and conducted a comparative investigation into 
their efficacy within the context of the Indian stock market. The study focused on 
stocks selected from 14 sectors listed on the NSE of India. The top 10 stocks in each 
sector are determined based on their free-float market capitalization, as reported by 
the NSE on July 1, 2022 (NSE Website). Trading activities were conducted for one 
year, from July 1, 2022, to June 30, 2023, with an initial capital of Indian Rupees 
(INR) 100,000, employing the three technical indicators. The technical indicator that 
produces the highest return for each stock is identified, and a comparative analysis is 
performed based on the overall performance of these indicators across all 14 sectors. 

The analysis reveals that Bollinger Bands, MACD, and RSI approaches yielded the 
highest returns for 61, 62, and 17 stocks, respectively. Notably, Bollinger Bands and 
MACD strategies demonstrated comparable effectiveness, whereas RSI exhibited a 
distinctly subpar performance. Specifically, the Bollinger Bands strategy excelled in 
the consumer durables and private banks sectors, while the MACD strategy stood
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out in the PSU banks sector. Despite its generally lackluster performance, the RSI 
strategy demonstrated reasonable effectiveness in the media sector. 

However, generalizing findings from a study of 140 stocks from 14 sectors listed 
on the NSE of India to all stock markets in the world requires careful consideration 
of several factors. There are several factors in support and in opposition to an attempt 
of generalization of the results of the study, 

The factors that can be used in support of generalizations are the following. First, 
the study covers various sectors, suggesting that the findings are not limited to a 
specific industry. This diversity can enhance the robustness of the conclusions, as 
different sectors often exhibit different trading patterns and behaviors. Second, with 
140 stocks analyzed, the sample size is relatively large. Larger sample sizes tend 
to provide more reliable and statistically significant results, reducing the impact of 
anomalies or outliers. 

However, there are stronger factors against generalizations, too. First, each stock 
market has its own characteristics, regulations, and behaviors influenced by local 
economic conditions, investor behavior, and regulatory environments. The NSE oper-
ates in the context of India’s economic landscape, which may differ significantly from 
other markets, such as those in the USA, Europe, and East Asia. Second, investor 
behavior can vary widely across different regions. Cultural attitudes toward risk, 
investment strategies, and market participation can affect how stocks are traded and 
how indicators perform. Third, different stock exchanges have varying regulations 
that can influence market behavior. Factors like trading hours, transaction costs, and 
the presence of certain market participants (e.g., institutional investors) can differ, 
impacting the effectiveness of trading strategies. Fourth, the economic context during 
the study period can significantly impact the results. Macroeconomic factors such 
as interest rates, inflation, and economic growth rates vary across regions and can 
affect stock performance and the effectiveness of technical indicators. 

While the study’s sample size and sector diversity are strengths of the current 
study, the external validity (i.e., the extent to which the results can be generalized to 
other contexts) remains in question without further evidence. Similar studies need to 
be conducted across different markets to generalize with higher confidence to validate 
the findings. Conducting similar studies in major markets such as NYSE, LSE, TSE, 
etc., and comparing the results would provide a stronger basis for generalization. If 
similar patterns are observed across these studies, the argument for generalization 
would be stronger. Analyzing the correlation between the NSE and other global 
markets can provide insights into the potential for generalization. Highly correlated 
markets might exhibit similar behaviors, making generalization more plausible. 

Conversely, markets that operate independently may show different results. 
Finally, the market conditions can change over time. The period during which the 
study was conducted might have unique characteristics (e.g., post-pandemic recovery, 
economic downturn) that influenced the results. Further studies should consider 
different periods to ensure the robustness of the findings over time. 

Another interesting research direction will encompass an investigation into 
constructing resilient portfolios by incorporating the three technical indicators. The
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objective is to assess the performance of these portfolios, aiming to gain insights into 
the efficacy of the indicators in a portfolio context. 
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Chapter 19 
PD-Monitor: A Self-management App 
for Monitoring Patients with Parkinson’s 
Disease 

Giner Alor-Hernández , Laura-Nely Sánchez-Morales , 
Francisco-Javier García-Dimas, Nancy-Aracely Cruz-Ramos , 
and José-Luis Sánchez-Cervantes 

Abstract Parkinson’s disease is a neurodegenerative disease that affects the nervous 
system and usually occurs in adulthood. Although different treatments exist, artificial 
intelligence (AI) represents an important contribution to the treatment of Parkinson’s. 
In this sense, large volumes of data can be processed, and patterns can be identified 
to facilitate the early diagnosis of Parkinson’s disease (PD). In addition, AI can 
provide additional information for decision-making and personalized PD monitoring. 
Therefore, we propose a set of algorithms based on AI techniques for symptom 
monitoring of PD patients. Furthermore, we present a software module as a proof-of-
concept of the proposed algorithms. This module makes recommendations to control 
the symptoms of the disease through notifications and alerts for PD patients, using 
artificial intelligence techniques. In addition, we present the architecture design, 
which consists of two main functionalities: (1) Voice detection to extract information 
from the patient’s voice, and (2) Freehand drawing detection to identify tremors in 
patients’ hands. Finally, two case studies are presented as a proof of concept of the 
proposed module. 

Keywords Artificial intelligence techniques · Neurodegenerative diseases ·
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19.1 Introduction 

The number of patients with Parkinson’s disease (PD) worldwide has a prevalence of 
more than 8.5 million people [1]. According to the Ref. [1], it is a neurodegenerative 
disease that affects the nervous system of patients affected by this disease. Parkinson’s 
is the second neurodegenerative disease, and its incidence is increasing due to the 
aging of the population [2]. The Ref. [3] in the USA has reported that 4% of the 
Parkinson’s population was diagnosed before the age of 50. Men are 1.5 times more 
likely to develop Parkinson’s disease compared to women. In addition, the Ref. [3] 
estimated in their study that, by 2030, 1.2 million people in the USA will be living 
with Parkinson’s disease. 

Different techniques have been reported in the literature to detect Parkinson’s 
disease. Some of these techniques are based on voice analysis, freehand drawing 
analysis, body movement, hand movement, or the use of magnetic resonance imaging 
which is one of the most reliable techniques. In the same vein, PD patients need 
technological solutions that allow them to improve their quality of life, regardless of 
the diagnostic technique. 

Therefore, our contribution is a set of algorithms based on Artificial Intelligence 
(AI) techniques implemented in the PD-Monitor module as a proof of concept. PD-
Monitor is a module of recommendations, notifications, and alerts to monitor the 
main symptoms of patients with PD. The main characteristic of this module is that it 
is the least invasive, for this purpose it has been adapted with two functions: (1) Voice 
detection to extract information from the patient’s voice, and (2) Freehand drawing 
detection to identify tremors in patients’ hands. 

The motivation of this research is to propose a comprehensive approach to the 
care of PD patients. This comprehensive approach is based on voice analysis and 
freehand drawing techniques. It can be scalable to other biometric variables such as 
stuttering, and hand tremors, which are the most visible in patients with Parkinson’s 
disease. 

The chapter is composed of 6 sections, Sect. 19.1 is an introduction, and Sect. 19.2 
introduces a set of works identified in the literature. Section 19.3 describes the design 
of the PD-Monitor architecture. Section 19.4 describes the PD-Monitor voice and 
freehand drawing modules. Section 19.5 presents two cases of study as a proof of 
concept of PD-Monitor. Finally, Sect. 19.6 describes the conclusions and future work. 

19.2 Related Work 

This section presents a comprehensive literature review of the solutions developed 
for monitoring patients with Parkinson’s disease. 

Reference [4] proposed an application for mobile devices. The main functionality 
consisted of analyzing the information obtained by a smartphone positioned on the 
patient’s arm to transmit the data to the MATLAB software. The results indicated
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an accuracy of 95% and a Kappa coefficient of 90%. Reference [5] developed an 
application for tremor quantification called TREMOR12. The application obtained 
acceleration and rotation samples of hand tremors. The data from these samples 
were exported as a comma-separated 3-value file for further analysis. The results 
showed that the application was able to detect and record tremor characteristics in 
PD patients. While, in Ref. [6] realized an IoT-based biomedical telemonitoring 
system. The system provided remote care to patients with Parkinson’s, heart disease, 
and diabetes, using sensors embedded in shoes and a belt to monitor vital points. Data 
was transmitted via IoT and stored in the cloud for future medical analysis, including 
activity tracking, location, and fall detection through an Android-based application. 
Reference [7] described Parkinson’s Home Exercises, an app that contains videos of 
more than 50 home exercises, as well as movement tips and instructions for daily 
exercises and mobility. This app was designed for use by patients and therapists. The 
tips and high-quality video exercises have been compiled by expert researchers and 
therapists in the field. 

Reference [8] developed an application for mobile devices called STOP, which 
integrated a game to monitor PD symptoms and a medication intake diary. An evalu-
ation was conducted with PD patients who reported “a sense of control”. In addition, 
the evaluation generated meaningful information about the future work of STOP. 
Meanwhile, Ref. [9] presented a user-centered design (UCD) process of an interface 
for Parkinson’s disease (PD) patients to help them better manage their symptoms. The 
interface enabled the visualization of symptom and medication information collected 
through an Internet of Things (IoT)-based system. The IoT system consisted of a 
smartphone, a wrist sensor, a bed sensor, and an electronic dosing device. Refer-
ence [10], proposed a new machine-learning approach to assess the severity of PD 
patients. The approach generated a mobile Parkinson’s disease (mPD) score from a 
set of activities (finger tapping, voice, gait, reaction time, and balance) monitored 
by HopkinsPD application in PD patients before and after their medication. Refer-
ence [11] developed a mobile device application to identify PD by measuring a 
short period of monosyllabic speech. In this case, an algorithm that measures the 
frequency over a period of time was used to test the characteristics of a PD patient’s 
voiceprint in the spectrogram domain. In addition, a convolutional neural network 
called DeepVoice was developed to complete the identification. The results show that 
DeepVoice achieved an accuracy of 90.45 ± 1.71% with an audio segment as short 
as 10 s. Reference [12] conducted a systematic review to analyze the capabilities, 
challenges, and impact of mobile self-directed health research (mHealth) mobile 
apps such as ResearchKit. As a result, 36 ResearchKit apps were identified. Most of 
the apps were used to generate datasets for secondary research. 

In another perspective, Ref. [13] presented APParkinson, an application that 
aims to provide support to the Parkinson’s community. This application facili-
tated the control of users’ medical information through different functions such 
as setting medication alerts, taking notes on symptoms, recording notes of interest, 
and consultation dates, and accessing a series of recommended exercises. Reference 
[14] conducted a review of PD-related apps available for iOS and Android. Find-
ings included apps for symptom control, exercise, informational apps, and apps for
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evaluating PD scales or collecting data for clinical trials. In addition, apps were 
found for treating PD symptoms, but no app-controlled all symptoms. In Ref. [15] 
evaluated the usefulness of mobile devices and smartwatches in the treatment of 
Parkinson’s disease (PD). Over a 6-month period, 51 patients used these devices to 
record movement data, symptom severity, and medication. The physicians reviewed 
the data at periodic visits, providing feedback to improve the system. Although only 
39% completed the study, 83,432 h of data were shared. Symptom and medication 
reporting was low (40–60%), but other data were adequately transmitted. 

While, Ref. [16] conducted a study to measure the acceptability and feasibility of 
self-management of Parkinson’s patients using smartphone applications. The study 
was applied to 204 participants with PD, of whom 82.84% indicated that they 
preferred the use of these apps. Reference [17] explored the feasibility of using 
a mHealth platform for remote PD monitoring, based on a smartphone, a watch, and 
a pair of smart templates; the system is called PD_manager. They also explored PD-
related determinants and validated a tremor assessment method with daily activity 
data. Of the 75 participants, 65 (87%) completed the study, using the system for 
11.57 days on average. The algorithm proved to be effective in detecting and assessing 
tremors. From another perspective, Ref. [18] presented Apkinson, an application for 
mobile devices for motor assessment and monitoring of PD patients. Apkinson was 
based on posture, articulation and pronunciation in speech, regularity and freezing of 
gait in walking, and hand attitude. Most of the metrics were adequate to discriminate 
or identify PD patients. In addition, the application helped to track progression accu-
rately. Reference [19] developed an electronic diary (eDiary) specifically for treating 
and exploring PD, based on ecological momentary assessments (EMA). The eDiary 
was applied in a group of 20 PD patients, for 14 consecutive days, without adjusting 
their free-living routines. Correlations were found between the answers given that 
supported the internal validity of the eDiary. 

On the other hand, Ref. [20] developed the mPower 2 application for tracking the 
status of PD patients using questionnaires and phone sensor data. The main func-
tions of mPower included (1) Innovative activity-based measurements of Parkinson’s 
symptoms, such as finger tapping, tremor measurement, and walking; (2) Knowledge 
sharing and linkage with researchers; and (3) Tracking triggers and symptom varia-
tions. Another application that was presented by Ref. [21] is Rhythm—Parkinson’s 
Gait App. This app encourages correct gait coordination in Parkinson’s patients 
based on listening to rhythmic audio. It is not a medical app, it does not provide 
medical information, treatment, or diagnosis. In Ref. [22] a review of the use of 
Digital Biomarkers (DMs) for PD monitoring was presented. As part of the findings, 
they concluded that MDs derived from speech, gait, voice, handwriting, and face 
movement have great potential in the field of PD. 

Meanwhile, Ref. [23] is a digital tool focused on Parkinson’s patients to treat symp-
toms at home through personalized daily therapies and a dedicated support service. 
This application supports three main symptoms: mobility (walking), dexterity (fine 
hand movements), and speech (speech and language).
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In Ref. [24] presented a study on a pilot test of the vCare system. The trial consisted 
of evaluating 10 PD patients using vCare. The study evaluated aspects of quality-of-
life improvement in PD patients, adherence to the home care and rehabilitation plan, 
risk factor reductions, and personalization and health promotion, as well as evaluating 
the usability and level of satisfaction with the use of vCare. In Ref. [25] presented 
the design of a physical therapy support system for remote monitoring of patients 
with PD. The system recorded the physical activity and falls of the patients during 
6 weeks, and the usability and usefulness of the system were evaluated. Otherwise, 
Ref. [26] conducted a study to identify motivations and barriers to monitoring PD 
symptoms among patients and professionals and understand the benefits and limita-
tions of wearable sensors. The study involved 434 PD patients and 166 healthcare 
professionals specialized in PD care (Table 19.1).

We found that most of the papers reviewed in this section address proposals related 
to symptom monitoring of patients with PD. In this regard, we can conclude the 
following: (1) Most of these papers used wearable devices to collect information from 
patients with PD. (2) Approaches involving the analysis of two or more techniques 
for symptom monitoring in patients with PD were not found. 

The following section presents the design of the proposed PD-Monitor architec-
ture. 

19.3 PD-Monitor’s Architecture 

The PD-Monitor’s architecture is based on a layered approach to achieve an efficient 
and modular organization. In this architecture, each layer is designed to have a clear 
and defined responsibility, which allows a better organization and maintenance of 
the code. In addition, by following a layered architecture, it is easy to remove each 
layer independently, if necessary. 

In general, the process starts with the query of the patient data, followed by the 
patient’s assessment information, as well as the retrieval of the variables that measure 
voice characteristics and freehand drawing. This information is analyzed by the 
recommendation system with the machine learning algorithm, and then a message 
type (recommendation, notification, or alert) is assigned based on the results. The 
message is sent through the Twilio API to the caregiver’s WhatsApp® application 
and is also displayed through the mobile application. 

The PD-Monitor’s architecture is shown in Fig. 19.1, which is divided into four 
layers, each layer is described in detail below.

Integration layer: This is responsible for integrating PD-Monitor with the necessary 
internal and external services, such as the Twilio API for sending WhatsApp messages 
and displaying the. Here the controllers or adapters that enable communication 
between the service layer and the presentation layer are implemented.
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Table 19.1 Comparative analysis of the state of the art 

Author Contribution Technologies Results 

[8] Development and evaluation of 
an application to monitor 
medication intake and 
symptoms in patients with PD 

Smartphone 
compatible with 
Android and iOS 

STOP application evaluation 

[9] A system using an UCD 
approach for collecting sleep 
and motor function 
measurements in PD patients 

Bed sensor 
Wrist sensor 
Electronic dosing 
device 
Smartphone 

The development process of a 
mock-up of the interface for 
the management of PD 
patients’ symptoms 

[15] An evaluation of the usefulness 
of mobile devices and 
smartwatches for PD treatment 

Mobile devices 
Smartwatches 

Analysis of PD patient data 
collected through the Intel® 
pharma analytics platform 

[18] Apkinson an application for 
monitoring PD patients 

Sensors embedded 
on the smartphone 
(microphone, 
accelerometer and 
gyroscope) 
Recurrent neural 
network (RNN) 
Automatic speech 
recognizer (ASR) 

Apkinson’s experiments 
indicated that most of the 
characteristics evaluated were 
adequate to discriminate 
between patients and controls 

[19] Development of a Parkinson’s 
disease-specific eDiary using 
EMA, and validation of the 
EMA method using a large 
group of PD patients 

EMA 
Smartphone 
Accelerometers and 
gyroscopes 

Design of a questionnaire 
based on the EMA method for 
monitoring Parkinson’s disease 
in free living 

[20] mPower 2 an application for 
symptom monitoring in PD 
patients 

Phone sensors Follow-up of PD symptoms 
and collaboration with 
researchers 

[24] A study to evaluate the vCare 
system as a telerehabilitation 
tool, a daily life monitoring, 
and a virtual trainer in 
Parkinson’s patients 

Smart band 
Sensors: movement 
and presence 
STAT-ON device 

The vCare system showed high 
adherence to all measured 
outcomes 

[25] A physical therapy support 
system for remote monitoring 
of patients with PD 

A wearable sensor 
in the form of a 
necklace (the 
“GoSafe”) 
And Vital@Home 
app for android 

The usability of the system 
was assessed as positive, and 
the perceived usefulness varied 
among patients

Service layer: This is responsible for providing the necessary services forPD-
Monitor, such as reading voice data, freehand drawings, the library of recommenda-
tions, and patient information, stored in the database through an API to access the 
other layers. In addition, there is also the processing of this data using the artificial
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Fig. 19.1 PD-Monitor’s architecture

intelligence algorithm. Here the services that perform the necessary operations for 
PD-Monitor are implemented. 

Data access layer: This layer is responsible for interacting with the database where 
the patients’ voice and freehand drawing test data are stored, as well as the recom-
mendations that were sent and the library of messages (recommendations, notifica-
tions, and alerts). The repositories that allow reading and writing to the database are 
implemented here. 

Persistence layer: It is responsible for storing all the data used by the PD-Monitor’s 
upper layers. 

Regarding the design and implementation of the persistence model for the integra-
tion of the different data components, a modular strategy was followed. A distributed 
design was chosen to allow the scalability of the data model in the future. In this
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Fig. 19.2 Relational database schema: part 1 

sense, the database model was divided into independent logical modules, each with 
its limited context schema. This was done to reuse the schema if new techniques 
for Parkinson’s disease monitoring needed to be included. In addition, a relational 
database architecture was used to facilitate data query and manipulation. 

Figures 19.2 and 19.3 shows the relational schema for the database model. 
Figures 19.2 and 19.3 shows three different contexts, the first context in blue 
color (Fig. 19.2), integrates the most important entities to make the assignment of 
recommendations, notifications, and alerts.

The second context in green color (Fig. 19.3), was added to relate users with the 
role of patients, patients related to caregivers, and physicians. The third in yellow 
color has the entities with all the information related to the freehand drawing module. 

The following section presents the voice and freehand drawing modules. 

19.4 PD-Monitor Voice and Freehand Drawing Modules 

PD-Monitor offers an approach to the monitoring of Parkinson’s disease symptoms. 
This approach aims to increase the effectiveness of medical interventions and improve 
the patient’s quality of life.



19 PD-Monitor: A Self-management App for Monitoring Patients … 511

Fig. 19.3 Relational database schema: part 2

19.4.1 Voice Module 

The voice module is responsible for extracting information from patients’ voice 
recordings. It is integrated by an external module that processes the data from the 
voice recordings and enters them into a database. The records are automatically eval-
uated each time new voice recordings are updated. Based on the consultation of this 
information, the recommendation module generates a recommendation, notification, 
or alert that is sent to the patient via the mobile application and WhatsApp. 

The voice module is based on the Oxford Parkinson’s Disease Detection Dataset, 
created by Max Little of the University of Oxford in collaboration with the National 
Speech and Voice Center in Denver, Colorado. This data set contains 195 voice 
recordings from a total of 31 individuals, 23 of whom have PD. Also, it contains 
23 attributes to determine the progression of PD. In this case, the following 
attributes were selected: (1) MDVP: Fo (Hz), which is the average vocal funda-
mental frequency; (2) MDVP: Flo (Hz), which is the minimum vocal fundamental 
frequency; (3) PPE, and (4) SPREAD1, that are nonlinear measures of fundamental 
frequency variation.
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Table 19.2 Analysis of selected variables 

MDVP:Fo(Hz) MDVP:Flo(Hz) PPE SPREAD1 

Count 195 195 195 195 

Mean 154.228641 116.324631 0.206552 −5.684397 

Std 41.390065 43.521413 0.090119 1.090208 

Min 88.333000 65.476000 0.044539 −7.964984 

25% 117.572000 84.291000 0.137451 −6.450096 

50% 148.790000 104.315000 0.194052 −5.720868 

75% 182.769000 140.018500 0.252980 −5.046192 

Max 260.105000 239.170000 0.527367 −2.434031 

On the other hand, assignment rules were established as an essential element in 
the recommendations, notifications, and alerts module for patients with Parkinson’s 
disease, to guarantee its correct functioning. For this purpose, we used the four 
attributes (MDVP: Fo (Hz), MDVP: Flo (Hz), PPE, and SPREAD1) and performed 
an analysis. This analysis is shown in Table 19.2, which includes the number of non-
zero elements (count), the mean of the elements (mean), the standard deviation of 
the elements (std), the minimum value (min), the perceptual 25% (25%), perceptual 
mean (50%), perceptual 75% (75%), and the maximum value (max). 

On the other hand, for the definition of the assignment rules, the dataset used to 
train the decision tree was cleaned. The result of the data-cleaning process reduced the 
dataset to only 147 records. In this case, a node in the decision tree represents a rule for 
a specific attribute. For classification, this rule separates values belonging to different 
classes. For regression, this rule separates the values to reduce the error optimally for 
the selected parameter criterion. The decision tree was programmed using Python 
and the scikit-learn library with a maximum depth of 6 and a minimum number of 
sheets of 1. The model was evaluated using the accuracy metric. Figure 19.4 shows 
the construction of the nodes and the rules generated for the decision-making of the 
class variable.

After generating the decision tree, an analysis was performed to determine the 
rules to be assigned to each type of message. Figure 19.5 shows the rules assigned 
to determine if a recommendation, notification, or alert is issued.

The following section describes the freehand drawing module. 

19.4.2 Freehand Drawing Module 

In parallel, the freehand drawing module is responsible for evaluating drawing made 
by the patient to detect hand tremors, a common feature of Parkinson’s disease. 
This module also works in conjunction with an external system that calculates a



19 PD-Monitor: A Self-management App for Monitoring Patients … 513

Fig. 19.4 Decision tree of the voice module

1–100 probability that the patient has Parkinson’s, based on the analysis of the free-
hand drawing module. As with the voice module, once these results are obtained, 
recommendations, notifications, or alerts are generated and sent to the patient. 

This module works with a service for the classification model and requires two 
datasets. One dataset for training the algorithm, and another is to perform freehand 
exercise classification tests for PD detection. In this case, the Parkinson’s Drawing 
and Parkinson Disease Spiral Drawings data sets were used. Parkinson’s Drawing 
contains images of spiral and wave drawings correlated in the composite drawing 
pen pressure analysis and represented by 2 main attributes. These attributes are 
determined by the X and Y axis values. This dataset contains images divided into 
training and test groups to compare (or reproduce) the results of the original publi-
cation presented in Refs. [27, 28]. The dataset groups are divided as follows: (a) 
Spirals—Training—Healthy, (b) Spirals—Test—Healthy, (c) Spirals—Training— 
Sick, (d) Spirals—Test—Sick, (e) Waves—Training—Healthy, (f) Waves—Test— 
Healthy, (g) Waves—Training—Sick, and (h) Waves—Test—Sick. Also, this repos-
itory has samples from a group of twenty-eight healthy patients and twenty-seven 
PD patients evaluated on the Unified PD Rating Scale [27, 28]. 

The Parkinson Disease Spiral Drawings, contains handwriting data from 62 people 
with Parkinson’s and fifteen healthy individuals distributed over a dataset of seventy-
seven instances and six attributes. The attributes are defined by (a) stroke accuracy 
in the X and Y axes, (b) pressure exerted on the canvas, (c) grip angle, (d) execution 
time, and (f) test identifier [29]. 

For the classification model, a comparative analysis of nine classification algo-
rithms was performed: KNN, Decision Tree, SVM, Gradient Boosting (GB),
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Fig. 19.5 Rules for assigning voice-related recommendations, notifications, and alerts

LightGBM, XGBoost, Random Forest (RF), CatBoost, and AdaBoost. The results 
of the analysis indicated that the RF classifier obtained the best values in terms of 
accuracy and specificity, with an average score of 90.0 and 91.3% respectively, in 
the PD detection tests. The second best-performing classifier was GB, with an accu-
racy score of 81.8% and specificity of 82.6%. 81.8% accuracy and 82.6% specificity. 
Table 19.3 shows the results obtained by each of the classifiers during the analysis.

According to the results in Table 19.3, RF obtained the best performance scores 
in determining the classifiers, which makes it the main model to implement. On 
the other hand, GB obtained a good performance in terms of accuracy and is posi-
tioned as the second algorithm to implement. Additionally, the SVM algorithm was 
also considered for implementation. These algorithms were implemented using the 
Python Sickit-Learn library.
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Table 19.3 Comparative results of the classification algorithms 

No. test Algoritm Accuracy Sensitivity Specificity F1 score 

1 KNN 0.808 0.913 0.783 0.857 

2 Decision tree 0.679 0.826 0.609 0.745 

3 SVM 0.792 0.826 0.783 0.809 

4 GB 0.818 0.783 0.826 0.800 

5 LightGBM 0.792 0.826 0.783 0.809 

6 XGBoost 0.760 0.826 0.739 0.792 

7 RF 0.909 0.870 0.913 0.889 

8 CatBoost 0.739 0.739 0.739 0.739 

9 AdaBoost 0.739 0.739 0.739 0.739

The assignment of recommendations, notifications, and alerts using the freehand 
drawing module required the definition of a set of rules. The results of the spiral 
and wave drawing evaluations were considered to define these rules. That is the 
percentage range from 1 to 100 to indicate whether a person has Parkinson’s disease 
conditions in the hands and fingers. These percentages were stored in the follows 
variables: (a) res_eval_waves, which is the result of the wave drawing evaluation; (b) 
res_eval_esp, which is the result of the spiral drawing evaluation; and (c) avg_res_ 
eval, which is the average of the results of the wave and spiral drawing evaluations. 
However, an analysis was performed to determine that only the variable “avg_res_ 
eval would be used because this variable averages the result of the wave and spiral 
evaluations, which helps to reduce the probability of a bias in the results. 

Figure 19.6 shows the nodes and rules constructed for decision-making of the 
class variable.

The rules and parameters established related to freehand drawings are shown in 
Fig. 19.7.

19.5 Case Study: Comprehensive Monitoring of People 
with Parkinson’s Disease Using Voice and Freehand 
Drawing 

This case study addresses the implementation of PD-Monitor for monitoring patients 
with Parkinson’s disease. PD-Monitor is based on two modules working in parallel: 
one oriented to voice recording analysis and the other to freehand drawing analysis. 
Both modules seek to assign recommendations, notifications, and alerts to patients 
to control the symptoms of the disease. The alerts and recommendations are based 
on medical guidelines compiled from experts, articles, and organizations specialized 
in the management of Parkinson’s disease. The implementation is complemented by
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Fig. 19.6 Decision tree of the freehand drawing module

notifications via WhatsApp. Both modules interact with a common database through 
web services. 

Once the results of the evaluations, whether voice or freehand drawings, are 
obtained, they are sent to PD-Monitor. PD-Monitor assigns a recommendation, noti-
fication, or alert, which is then sent to the user through the application for mobile 
devices and WhatsApp, using the Twilio API for the later. 

PD-Monitor is designed to be used with a mobile device. The proposed interface 
is shown in Fig. 19.8, the first shows the home interface with the list of active 
patients (See Fig. 19.8a). In Fig. 19.8b, the mailbox in the recommendations section 
is shown. Figure 19.8c shows the details of the recommendations. Figure 19.8d shows  
the recommendations report, and Fig. 19.8e shows the recommendations report with 
customized filters.

Two case studies are presented below as a proof of concept for the development 
of PD-Monitor.
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Fig. 19.7 Rules for assigning recommendations, notifications, and alerts for variables related to 
freehand drawing module

19.5.1 Patient Monitoring Using Voice Module 

PD-Monitor was used on a 60-year-old man, who received notifications and alerts of 
over approximately one month. During the monitoring period, the patient interacted 
with the PD-Monitor application for mobile devices.
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(a) Home interface - Active 
patients 

(b) Recommendations 
section - Mailbox subsec-

tion 

(c) Recommenda-
tions section - Se-

lected recommenda-
tion detail 

(d) Recommendations 
section - Report subsection 

(e) Recommendations 
section - Report 

subsection with custom 
filters 

Fig. 19.8 PD-Monitor interfaces
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The user was required to perform voice tests for one month (from February 7 to 
March 7, 2023), keeping his records through the monitoring module. During this 
phase, accurate data related to his biomedical parameters were collected to quantify 
the progress of his disease. 

The tests were performed twice a week, at the end of which 9 records were 
obtained. The first record obtained showed normal values, subsequently four contin-
uous records were obtained resulting in notifications that were assigned to the patient. 
For the remaining two weeks, the records indicated that the patient’s condition started 
to become severe as the value variables contained critical values, therefore, the 
module assigned four alerts to the patient. 

The records are shown in Table 19.4. 
After obtaining the data through the API-REST, an analysis of the biomedical vari-

ables presented in Table 19.4 was performed. The recommendations, notifications, 
and alerts were generated through the decision tree presented in Fig. 19.4. 

Patient records were evaluated sequentially according to dates. In this case, noti-
fications were generated for the second, third, fourth, and fifth recordings. For the 
sixth, seventh, and ninth records, alerts were generated. 

The second patient record concerned oculofacial praxis, then the patient was 
notified to continue practicing the facial muscle movement exercises to maintain 
good coordination when speaking (See Fig. 19.9a). The message was suggested with 
the aim of preserving and improving the patient’s ability to articulate words accu-
rately and fluently, which will contribute to effective communication with others. 
In the third record, a notification was assigned to encourage the practice of orofa-
cial gymnastics (See Fig. 19.9a). This since a small change in the patient’s way of 
speaking was detected. The objective of these exercises is to improve the clarity of the 
patient’s words, which contributes to more effective communication. In fourth record 
a notification was assigned to encourage articulation exercises when speaking (See 
Fig. 19.9b) because a small change in the patient’s voice was detected. By working 
on the mobility and control of the mouth, the patient will overcome the difficulties

Table 19.4 Records of voice tests 

Biomedical variables of the voice 

Id Date PPE mdvp: fo Spread1 

1 07/02/23 116.128 109.714 −5.814103 

2 10/02/23 116.329 96.871 −5.596154 

3 14/02/23 197.184 174.598 −2.826923 

4 17/02/23 116.128 110.379 −3.737179 

5 21/02/23 204.644 89.341 −5.275641 

6 24/02/23 128.024 122.115 −7.057692 

7 28/02/23 186.094 177.698 −6.647436 

8 03/03/23 107.256 104.621 −6.160256 

9 07/03/23 116.733 111.707 −4.480769 
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associated with the change in their voice and achieve more effective communication. 
In the fifth record, a notification containing reading exercises was assigned (See 
Fig. 19.9b) because a slight alteration in the patient’s voice frequency variation was 
detected. Reading aloud helps to improve the clarity of pronunciation, as it allows 
working on word articulation and proper intonation. By practicing these exercises, 
patients strengthen their ability to communicate verbally, overcoming the difficulties 
associated with the alteration in voice frequency variation.

Regarding the alerts generated, the following results were observed. In record 
number 6, an alert was assigned containing mouth movement exercises including 
lips and tongue (See Fig. 19.9c) because a loss in speech skills was detected. The 
system detected a slight difference in the way the patient modulated his voice. The 
goal is to improve coordination and accuracy in articulating speech sounds. In record 
seventh, an alert was assigned and suggested the need to increase the exercises of 
tongue movements since it was detected an alteration in the variation of the patient’s 
voice frequency (See Fig. 19.9c). The goal is to improve the coordination and agility 
of the tongue in the production of speech sounds. In eighth record, an alert was 
assigned and it was identified that the patient is possibly experiencing difficulties 
when drinking water (See Fig. 19.9d). The use of a flexible straw is beneficial for the 
patient, as it facilitates the process of bringing the liquid to the mouth, avoiding spills 
or additional difficulties due to tremors and/or movements due to possible mouth 
tremors. This ensures that the patient hydrates more comfortably and safely. For ninth 
record, an alert was assigned and it was identified that the patient is likely to expe-
rience breathing difficulties (See Fig. 19.9d). The alert to perform more controlled 
breathing exercises is based on the need to improve the patient’s speaking. By working 
on breathing control, patients achieve more effective communication and increased 
confidence. 

19.5.2 Patient Monitoring Using Freehand Drawing Module 

The patient was asked to perform freehand drawings tests for one month (from 
February 14 to March 14, 2023), keeping his records through the monitoring module. 
This period was used to obtain the results of the evaluations performed on his drawing 
skills to detect anomalies in his writing skills, and general hand and finger movement 
disorders. These results were used to quantify the progression of the disease symp-
toms. The module for assigning recommendations, notifications, and alerts consulted 
the results of the evaluations and analyzed the values to assign a message from the 
collected library. 

The tests were performed twice a week, obtaining 9 records at the end. During 
the first two weeks, the records showed non-severe results, and the system generated 
an alert for the patient. On the fifth record, slightly elevated results were obtained, 
resulting in an alert. The sixth record again lowered the percentage and an alert 
was assigned. The remaining three records indicated that the patient’s condition
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(a) Notifications assigned to reg-
isters 2 and 3 

(b) Notifications assigned to registers 4 
and 5 

(c) Alerts assigned to registers 6 and 7 (d) Alerts assigned to registers 8 and 9 

Fig. 19.9 Notifications and alerts using voice module
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Table 19.5 Records of 
freehand drawing module Id Evaluation date Percentage of drawing evaluation 

1 14/02/23 46 

2 17/02/23 54 

3 21/02/23 53 

4 24/02/23 67 

5 28/02/23 75 

6 03/03/23 74 

7 07/03/23 89 

8 10/03/23 92 

9 14/03/23 96 

was starting to become serious since values were critical, consequently the module 
assigned alerts to the patient. The records are shown in Table 19.5. 

According to the rules established in Sect. 4.2, recommendations, notifica-
tions, and alerts were generated. The classification of the messages was performed 
according to the results of the patient’s freehand drawing evaluations. The rules 
established for Parkinson’s detection by freehand drawing were applied, as shown 
in Fig. 19.6. Patient records were evaluated by the recommendations, notifications, 
and alerts module sequentially, according to the dates on which they were made. 
For sending notifications and alerts, messaging services were implemented through 
WhatsApp. This was done to guarantee an optimal user experience and maintain 
efficient and constant communication. 

According to the results of the freehand drawing tests, recommendations, alerts, 
and real-time notifications were sent to the caregiver’s WhatsApp account. Since the 
caregivers are responsible for carrying out such activities together with the patients. 

In the first record, object classification was suggested and it is highlighted that 
the patient’s drawings present slight irregularities (See Fig. 19.8a). Based on this 
observation, it is recommended to increase hand–eye coordination exercises. This 
notification is based on the need to improve the patient’s motor and visual skills 
to effectively perform daily tasks and contribute to his independence. The patient’s 
second record suggested performing a handwriting exercise due to slight irregular-
ities presented in the patient’s handwriting drawings (See Fig. 19.8a). Therefore, it 
was recommended to increase handwriting practice. The goal of this exercise is to 
improve the accuracy and fluency of the patient’s handwriting. By increasing the 
frequency of handwriting, the patient has more opportunities to develop and refine 
his fine motor skills, which helps to improve his manual skills. In third record, it 
was recommended to increase the manual dexterity exercises, due to slight irregu-
larities present in the drawing (See Fig. 19.8a). The objective of this exercise is to 
improve dexterity and precision in the patient’s hand and finger movements. By prac-
ticing trimming with scissors, the patient strengthens the hand muscles and improves 
hand–eye coordination.
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On the other hand, in records seven, eight and nine the following alerts were sent: 
in seventh record, the advice given was related to body rocking to help in situa-
tions where the patient experiences difficulty in taking a step and feels sensations 
of paralysis. The body rocking alert is intended to stimulate mobility and overcome 
feelings of paralysis (See Fig. 19.10b). In eighth record, the use of visual stimuli was 
suggested to help the patient in situations where he experiences difficulty in moving 
forward and feels that he is stuck in motion (See Fig. 19.10b). It is suggested that the 
patient keep his eyes open and look at things around him. The alertness to use visual 
stimuli is based on the idea that visual information is an important support for over-
coming obstacles and maintaining the flow of movement. For the ninth recording, 
the use of auditory stimuli was suggested to help the patient in situations in which 
he/she experiences difficulties in moving forward and feels that he/she is stuck in 
the movement. It is suggested that the patient pay attention to surrounding sounds 
and use them for support. By paying attention to environmental sounds, the patient 
remains aware of his or her surroundings and uses them as cues to move forward 
(See Fig. 19.10b). 

(a) Notifications assigned to regis-
ters 1, 2 and 3 

(b) Alerts assigned to registers 7, 8 and 9 

Fig. 19.10 Notifications and alerts using freehand drawing module
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19.6 Conclusions and Future Work 

Increased life expectancy and declining birth rate lead to an increase in the population 
of older adults, predicting an increase in cases of Parkinson’s disease (PD), a progres-
sive condition with no cure. The need to address symptoms and improve quality of 
life led to the development of a module of recommendations, notifications, and alerts 
for Parkinson’s patients using Artificial Intelligence. PD-Monitor is an app which 
uses an algorithm to assign recommendations, notifications, and alerts, in addition 
to working with push notifications and messages via WhatsApp. The results demon-
strate that personalized and timely messages are effective for symptom management, 
highlighting their difference to concerning traditional apps. As future work, we intend 
to implement modules for patient monitoring, which will provide more accurate and 
enriched information coverage. For example, using wearable devices such as smart-
watches for real-time monitoring of Parkinson’s patients. This will allow monitoring 
of the health status of patients through biometric variables. Moreover, the integra-
tion of other popular messaging platforms, such as Telegram, Messenger, or text 
messaging (SMS), could offer additional options to users and adapt to their commu-
nication preferences. In addition, there are plans to enrich the library of messages 
with more categories, such as posture, gait, and medical treatments, among others, 
to provide a more complete and personalized treatment. 

In summary, the development of this AI-based recommendations, notifications, 
and alerts module showed promising results in the management of Parkinson’s 
patients’ symptoms. Its personalized and timely approach makes a significant differ-
ence compared to traditional applications. This work lays the groundwork for future 
improvements and extensions, to provide more comprehensive and effective support 
to patients in their fight against Parkinson’s disease. 
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Abstract This study explores a new hybrid approach that combines a structural 
nonparametric technique and a fuzzy mathematical technique to predict the effect 
of social and solidarity economy and sustainable development on business compet-
itiveness under uncertainty using the representative case of a rural farmers’ market 
in Mexico. We used data from a survey of 100 rural entrepreneurs from a Node 
for Promoting the Social and Solidarity Economy (NODESS). The methodology 
was empirical-structural and mathematical-analytical, which is helpful for logically 
assessing the internal consistency of complex relationships. The measurements were 
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normalized and validated in the first phase using a non-parametric structural tech-
nique of an algorithm based on Partial Least Squares (PLS-SEM). For the predictive 
calculation, a Bootstrapping with .n = 10, 000 and the Inference of a Fuzzy Genetic 
System (FGS) were used in the second stage. The results show the functionality of our 
hybrid model for predicting social variables under uncertainty. The specific results 
show that both the attributes of the solidarity family business and those of sustainable 
development benefit the competitiveness of the NODESS studied, manifesting them-
selves in terms of advantage, growth, and competitiveness through the identification 
of intangible aspects. Finally, policy and social implications are provided. 

Keywords PLS-Fuzzy hybridization · Prediction under uncertainty · Social 
solidarity economy · Sustainable development · Business competitiveness ·
Farmers’ market in Mexico 

20.1 Introduction 

The SSE has emerged as a crucial paradigm in the global context, responding to the 
challenge of forging fairer and more equitable societies. As highlighted by Tadesse 
and Elsen [ 1], the SSE represents a necessary shift in the prevailing economic 
discourse, prioritizing development and social welfare over purely profit-oriented 
growth. This perspective is more relevant in the current global landscape, marked 
by crises such as the one triggered by the COVID-19 [ 2] pandemic. The urgency of 
reinventing economies, deviating from conventional models, and focusing on social 
welfare, solidarity, and collaboration is evident [ 3]. 

Various regions of the world have adopted SSE as a practical approach to foster-
ing sustainable development and business competitiveness. Research in the United 
Kingdom, Portugal, Brazil, Senegal, Madrid, and Athens has revealed that SSE-
based enterprises strengthen business performance and contribute to the sustainable 
development of local and international communities [ 2, 4]. The social relevance of 
the SSE is manifested in its ability to drive social change, social development, com-
munity cohesion, and individual empowerment [ 1]. In the Latin American context, 
and specifically in Mexico, initiatives such as the Nodes for the Promotion of the 
NODESS seek to promote local economic development in productive rural regions 
collectively [ 5, 6]. As in other regions, Latin America finds a path to sustainable 
environmental, economic, and social development in the SSE. The SSE represents 
an essential pillar for the social and economic sustainability of the region, high-
lighting the importance of rural family businesses in generational continuity and 
environmental preservation [ 7].
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20.1.1 Social Solidarity Economy and Business 
Competitiveness 

The SSE paradigm is evident in rural enterprises, where the close relationship 
between their collaborative values and their competitiveness emerges as an essential 
link for progress towards sustainable development [ 8]. Recent research has shown 
that SSE-based initiatives strengthen business performance in rural communities, 
positively impacting local and international competitiveness [ 4]. The connection 
between SSE and competitiveness lies in the ability of these initiatives to create strong 
networks at the community and international levels, driving sustainable development 
and greater competitiveness in rural environments [ 2]. 

Evidence in different regions shows that companies based on the SSE paradigm 
thrive by integrating into international and global networks, aligning with sustainable 
development [ 2, 4]. In this sense, the initiatives led by the SSE offer opportunities 
to exchange experiences and successes at the local level, strengthening the imple-
mentation of practices that boost economic competitiveness. In addition, research by 
Md Ajis et al. [ 9] highlights the importance of government information governance 
on successful cases of SSE in Malaysia, significantly conditioning the effectiveness 
of these initiatives. SSE is presented as a critical catalyst for economic development 
and competitiveness in rural family businesses. Active participation in collabora-
tive networks, cooperation between companies, and a focus on social welfare are 
inherent aspects of SSE that strengthen the competitiveness of these companies in 
rural areas [ 10]. Thus, it is evident that adopting SSE principles contributes to social, 
economic, and environmental Sustainability and boosts the competitiveness of rural 
family businesses. In summary, the first hypothesis of this work can be deduced from 
the evidence shown: 
H1. The attributes of the Social Solidarity Economy predict Business Competitive-
ness in a farmer’s market in Mexico. 

20.1.2 Sustainability and Business Competitiveness 

The intrinsic relationship between Sustainability or Sustainable Development and 
rural business competitiveness is essential for long-term progress and resilience. By 
adopting sustainable practices, rural family businesses not only contribute to the 
care of the natural environment but also strengthen their competitive position in the 
market. 

From an organizational perspective, Organizational Sustainability in rural fam-
ily businesses becomes critical for their long-term success. Effective leadership and 
business competitiveness are intertwined, highlighting the importance of adopting 
sustainable practices in today’s era [ 11]. The consideration of intangible assets, such 
as family and social capital, reveals that these elements influence not only knowl-
edge and experience but also social networks and the ability to establish beneficial
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relationships with various stakeholders, fundamental aspects for sustainable devel-
opment [ 11, 12]. 

Other studies show the convergence of diverse theoretical currents and empiri-
cal findings that support the positive relationship between sustainable development 
and competitiveness in the regional agricultural sector. In line with the results of 
Machorro-Ramos et al. [ 13], it has been established that the orientation towards the 
pursuit of social and environmental Sustainability is positively associated with the 
traits of intangible capital in rural agricultural enterprises. Competitive advantage 
in the agricultural sector has been linked to the ability of companies to embrace 
sustainable and responsible practices [ 14, 15]. Companies that incorporate aspects 
of sustainable development can positively differentiate themselves in the market, 
contributing to their competitiveness. 

Regarding specific considerations of the Agricultural Sector, rural family busi-
nesses with a strong link to the land and the community tend to prioritize com-
munity well-being and environmental Sustainability to ensure business continuity 
across generations [ 16]. Likewise, the self-perception of competitive advantage in 
the agricultural sector can be directly linked to practices that promote sustainable 
development, as has been corroborated in previous research [ 17]. These arguments, 
supported by the scientific literature cited, postulate that there is a direct and positive 
association between the variables of sustainable development and competitiveness in 
the regional agricultural sector, specifically in rural family businesses in the southern 
area of Tamaulipas. In summary, the second hypothesis of this work can be deduced 
from the evidence shown: 
H2. The attributes of Sustainability predict Business Competitiveness in the case of 
a farmer’s market in Mexico. 

To support the approach to rural business competitiveness, Barney’s [18] Resource-
Based Vision (RBV) Theory emerges as a robust conceptual framework to elucidate 
the interrelationship between the sustainable SSE and the competitive performance 
of rural firms. The central hypothesis of RBV, according to Barney [ 18], posits that 
sustainable competitive performance is shaped primarily by firms’ internal valuable 
resources. In this context, knowledge management aimed at identifying and exploit-
ing intangible assets, such as solidarity cooperation in rural family businesses, is a 
crucial source of sustainable competitiveness performance [ 19– 21]. Therefore, this 
paper aims to predict the effect of the social solidarity economy and sustainable 
development on business competitiveness under uncertainty using the representative 
case of a rural peasant market in Mexico. We used data from a survey of . n = 100
rural entrepreneurs from a Node for Promoting the Social and Solidarity Economy, 
for its acronym in Spanish, NODESS. The methodology was structural and mathe-
matical analytical, which is helpful for logically assessing the internal consistency 
of complex relationships. The measurements were normalized and validated in the 
first phase using a non-parametric structural technique of an algorithm based on 
Partial Least Squares (PLS-SEM). For the predictive calculation, a bootstrapping of 
.n = 10, 000 and the Inference of a fuzzy genetic system were used in the second 
stage.
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This paper aims to contribute to exploring a hybrid approach between PLS-SEM 
and Fuzzy-Genetic algorithm, which is little used in the academic literature. This 
combination of methodologies offers several significant contributions to the predic-
tion field at both theoretical and practical levels. On the one hand, applying PLS-SEM 
allows a robust assessment of the structural model’s validity; moreover, bootstrapping 
validation ensures the results’ reliability, especially in contexts with small samples 
and non-normal distributions. On the other hand, incorporating a fuzzy inference 
system based on genetic algorithms adds a layer of precision and adjustment to 
the prediction of business competitiveness. This technique allows for more accurate 
modeling of complex relationships between social and economic variables, espe-
cially in contexts where relationships are non-linear, and there are multiple levels of 
uncertainty. The methodology, results, discussion, implications, and conclusions are 
presented below. 

20.2 Methodology 

The study is based on the perspective of Wacker [ 22], highlighting the essential 
complementarity of various methodologies to address complex facets of phenom-
ena. Two main techniques are used: empirical statistical sampling and mathematical 
analysis. According to Wacker [ 22], empirical statistical sampling verifies theoretical 
assumptions in large populations, while mathematical analysis explores underlying 
conditions. 

20.2.1 Participants 

A cross-sectional strategy was implemented for data collection at a specific time to 
analyze the relationships proposed in the theoretical model. The sample consisted 
of 100 surveys targeting rural family businesses from multiple sectors in the south-
ern region of Tamaulipas. This choice was supported considering the relevance and 
significant contribution to the regional economy of entrepreneurs belonging to a 
NODESS. The Likert questionnaires, with a scale of 0–4, were collected in per-
son, thus ensuring the participation of the interested parties. Table 20.1 shows the 
characteristics of the participants. 

20.2.2 Measurement 

The instrument was developed through the review of relevant empirical documents 
and the application of a Delphi methodological approach, in which representatives 
of rural family businesses participated. A measurement instrument consisting of
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Table 20.1 Characteristics of the sample 

Characteristics Frequency % 

Gender 

Female 18 18 

Male 82 82 

Total 100 100 

Level of education 

Basic 57 57 

High school 14 14 

Degree 26 26 

Graduate 3 3 

Total 100 100 

Marital status 

Married 74 74 

Single 24 24 

Common-law marriage 2 2 

Total 100 100 

No. employees 

From 0 to 9 83 83 

From 10 to 24 10 10 

From 25 to 50 5 5 

50 or more 2 2 

Total 100 100 

Company years 

1–years 17 17 

6–10 years 25 25 

11–20 years old 19 19 

21–50 years old 33 33 

51 years or older 6 6 

Total 100 100 

22 items distributed in three dimensions was constructed: (1) Traits of a solidary 
family business [ 5, 11, 16, 23]; (2) Sustainable Development [ 19, 24– 26]; and (3) 
Competitiveness [ 14– 16]. Initial individual and construct reliability and validity tests 
were performed to ensure the robustness of the instrument.
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20.2.3 BootstrapPLS-Fuzzy-Genetic Hybridization 

Previous studies have used hybrid empirical, statistical, and fuzzy mathematical 
techniques to explore the socially sustainable aspect of firms. For example, the 
combination of Empirical statistical and mathematical/TrIFTOPSIS in India [ 27] 
or Muñoz-Pascual et al. [ 28] in Portugal Structural Equations (SEM) and Qualitative 
Comparative Analysis of Fuzzy Sets (fsQCA). This work adopts a hybrid strategy, 
combining PLS-SEM and a FIS-GA. Although uncommon, this approach has proven 
its worth and compatibility [ 29, 30], especially when addressing the complexity of 
non-parametric and fuzzy empirical data on social aspects of Sustainability. 

On the one hand, PLS-SEM is helpful for theoretical tests in social sciences 
focused on prediction in a robust way where conditions of structural complexity, 
small samples, and abnormalities in the sample distribution are shared and where 
it is necessary to generate scores of latent variables for subsequent analysis. This 
is in addition to offering high statistical power within samples in social sciences, 
i.e., PLS-SEM is more likely to identify significant relationships when they are 
present in the population [ 31– 33]. In this phase, the measurements are normalized 
and validated using a non-parametric structural technique of a PLS-based algorithm. 
The measurement model can be expressed as follows: 

.Xi = λiξi + δi (20.1) 

.Y j = λ jη j + ∈ j (20.2) 

where: 

• .Xi : Exogenous Construct Indicators 
• . Y j : Indicators of the endogenous construct 
• .λi , λ j : Loadings 
• . ξi : Exogenous constructs 
• . η j : Endogenous constructs 
• .δi , ∈ j : Measurement errors 

Subsequently, the structural model is evaluated for the predictive test of the 
hypothesis using a bootstrapping of.n = 10, 000. Bootstrapping proves to be a pow-
erful tool to validate statistical significance in the analysis of PLS-SEM results, 
thanks to its flexibility in not assuming specific distributions and its ability to handle 
small samples, offering a robust and reliable approach for the statistical testing of 
predictive hypotheses in the context of PLS-SEM [ 32, 34]. The structural model can 
be expressed as follows: 

.η j = β0 j +
∑

i

βi jξi + ζ j (20.3) 

where:
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• . η j : Endogenous constructs 
• . ξi : Exogenous constructs 
• .βi j : Regression coefficients 
• . ζ j : Structural errors 

The following algorithm represents a bootstrap procedure with . n = 10, 000
resampling to estimate the statistic of a sample. 

Algorithm 1 Bootstrap for Statistic Estimation 
1: Entrada: Original data X , Number of resamplings N = 10, 000 
2: Salida: Estimation of statistics of interest 
3: Initialize an array E to store calculated statistics 
4: for i = 1 to  N do 
5: Select a Sample X∗ de X with replacement 
6: Calculate the Interest Statistic e de X∗ 

7: Store e en E[i] 
8: end for 
9: Calculate the Final Estimate of the Statistic (e.g., mean, median, variance) de E 

In terms of the parametric mathematical approach, we have implemented a fuzzy 
inference system of Mamdani [ 35] for the prediction of the competitiveness of rural 
firms. In this system, linguistic granularity is defined in terms of low, medium, and 
high, using triangular shapes for fuzzy sets, which were also used to explore the 
predictive effects of social variables in the Latin context [ 29]. The equation for 
calculating the triangular membership function is based on Pedrycz’s [ 36] formu-
lation [ 36], providing a more precise and rigorous mathematical structure. The aim 
is to establish a knowledge base that minimizes the discrepancy between the crisp 
output of the FIS and the numerical values of the training set. After analyzing the 
relevant characteristics, we selected the inputs associated with the Supportive Fam-
ily Business and the attributes of Sustainability. These, in turn, act as independent 
variables, while competitiveness in firms in a farmer’s market in Mexico is consid-
ered the dependent (consequential) variable. This approach seeks more accurate and 
adjusted modeling by applying solid mathematical principles, thus contributing to 
the robustness and reliability of the FIS-GA application. 

The inputs and outputs of the Fuzzy Inference System (FIS) inputs and outputs 
are carefully validated using the PLS-SEM approach, ensuring that the independent 
and dependent variables for the FIS are significant (an .R2 ≥ 0.5). The FIS works 
using two inputs (independent variables), the constructs of Traits of Social Solidarity 
Economy and Sustainable development, and one output (dependent variable), the 
construct of Competitiveness of the farmer’s market. The input and output constructs 
are normalized using their maximum and minimum values to simplify the fuzzy sets 
computations. The fuzzy sets are triangular membership functions with three sets 
(low, mid, and high) and use standard parameters in the literature; the triangular 
membership function parameters are equal as in [ 37, 38]. In summary, the crisp search 
space of the fuzzy knowledge on the antecedents and consequent is in Table 20.2.
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Table 20.2 Crisp inputs and outputs of the FIS 

AND antecedents Consequent 

Traits social-solidarity 
economy 

sustainable development Competitiveness 

Input.∈ [0, 1] Input.∈ [0, 1] Output. ∈ [0, 1]

Table 20.3 Parameters for the genetic algorithm 

GA 

Crossover: Single-point 

Crossover probability: . pc = 1.0

Mutation: Boundary 

Mutation probability: . pm = 0.5

Population size: . 100

Generations: . 250

In this work, we define the fuzzy operations for the AND operator as in other 
works using the min operator in Eq. (20.4) The min operator computes the minimum 
membership of the two inputs; the above membership modifies the consequent fuzzy 
output. Finally, the fuzzy output is converted to a crisp value using the centroid 
computation. 

.μA∩B = min(μA, μb) (20.4) 

Given the nature of the discrete search levels (low, mid, and high) and exponen-
tial search space, genetic algorithms (GAs) are suitable for optimizing the FIS and 
reducing prediction errors. Thus, we use a regular GA with a single-point crossover, 
a random boundary mutation, with a probability of crossover .pc of 100%, muta-
tion probability of .pm of 5%, a population size of 100, and 250 generations. The 
parameters of the GA are in Table 20.3. 

The above describes a hybridization between the PLS-SEM and Genetic Algo-
rithm, our core approach in this work. However, the fitness function is relevant to 
reproduce the experimental results. The fitness function of this work is the Mean 
Absolute Error (MAE) as in Eq. (20.5) 

.MAE = 1

n

n∑

i=1

|y − ŷ| (20.5) 

where y is the desired output and . ŷ is the produced output of the FIS. The database 
and source code used in this manuscript can be accessed at https://github.com/Reyna-
Castillo/NODESS-FISGA (accessed on May 18, 2024).

https://github.com/Reyna-Castillo/NODESS-FISGA
https://github.com/Reyna-Castillo/NODESS-FISGA
https://github.com/Reyna-Castillo/NODESS-FISGA
https://github.com/Reyna-Castillo/NODESS-FISGA
https://github.com/Reyna-Castillo/NODESS-FISGA
https://github.com/Reyna-Castillo/NODESS-FISGA
https://github.com/Reyna-Castillo/NODESS-FISGA
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Table 20.4 Measurement quality criteria (PLS algorithm) 

Criterion Condition Threshold 

(1) The reliability of the indicators (. λ) .≥ 0.400 

(2) The internal consistency of the construct (.CR) .≥ 0.700 

(3) The reliability of the construct (.rhoA) .≥ 0.708 

(4) The convergent validity of the construct (.AV E) .≥ 0.500 

(5) Discriminant validity between constructs (.HTMT ) .≤ 0.900 

(6) The variance explained (R2) .≥ 0.100 

(7) Standardized path coefficients (. β) .≥ 0.200 

20.3 Results 

20.3.1 PLS-SEM Predictive Algorithm 

The first phase of our hybrid technique involved the evaluation and validity of the 
reflective measurement model (Type A) using the PLS [ 31] Algorithm. Using the 
statistical program SmartPLS v. 4.1.0.0 [ 39], the quality criteria of the model were 
assessed (Table 20.2). 

As seen in Table 20.3, external loads were obtained with expected values ranging 
from. λ=. ≥ 0.400. Therefore, the items are relevant. 

Likewise, the internal consistency and convergent validity reliability in the con-
structs required by.rhoA. ≥ 0.708,.RC . ≥ 0.700, and.AV E . ≥ 0.500 presented required 
quality values. Regarding discriminant validity, tested with the test .HTMT , it con-
firms that the constructs differ, with values that remain below the .HTMT limit of 
. ≤0.900 [ 40] (Table 20.4). 

Table 20.3 Regarding the power of the predictive capacity, it was also relevant, 
on the one hand, with an explained variance of .R2 of 0.636, exceeding the required 
threshold of .R2

. ≤0.100 and with standardized coefficients . β of 0.488 and 0.393, 
according to the required parameter of .β .≤ 0.200 [ 31]. Since the structural model 
does not present collinearity problems, with variance inflation factor (VIF) values 
below 3.3 [ 31], we proceed to show the results of the hypothesis tests. 

After the potential predictive approach, the statistical program SmartPLS v. 4.1.0.0 
[ 39] offers Bootstrapping as an essential tool for evaluating hypotheses based on 
PLS-SEM. This tool enables the evaluation of the statistical significance of key coef-
ficients such as path, Cronbach’s alpha, HTMT, and.R2 values. This non-parametric 
procedure made it possible to generate subsamples through the random extraction 
(with replacement) of observations from the original dataset, repeating the process 
about 10,000 times. 

Table 20.5 specifies the criteria used. Using this method, 95% confidence intervals 
were derived, standard errors were provided, and the importance of each estimate 
was assessed, ensuring solid and replicable results in the research.



Title Suppressed Due to Excessive Length 537

Table 20.5 Reliability and validity of indicators and constructs 

Construct/indicator .λ .α .rhoA .RC . AV E

1. Traits social solidarity economy (. β, 0.488) – 0.898 0.901 0.917 0.551 

1.1. Strong roots with the community 0.714 

1.2. Family values are very important 0.697 

1.3. Important cohesion between partners 0.769 

1.4. Close relationship between stakeholders 0.760 

1.5. Great influence of the founder’s opinion 0.760 

1.8. Strong family-business bond 0.652 

1.9. Community is vitally important to activities 0.788 

1.10. Family-Community-Centered Workforce 0.753 

1.11. Collective well-being as a missionv 0.778 

2. Sustainable development (. β, 0.393) – 0.807 0.832 0.868 0.572 

2.1. Positively impacting the local community 0.685 

2.2. Sustainable development is of great importance 0.596 

2.3. Community economic development is of great impor-
tance 

0.772 

2.4. Mutual cooperation with the community is of great 
importance 

0.866 

2.5. Improving and not harming the environment is very 
important 

0.830 

3. Competitiveness of the farmers’market (.R2, 0.636) – 0.843 0.848 0.884 0.561 

3.1. Adaptation to changes in the environment 0.668 

3.2. Intangibles to outperform the competition 0.785 

3.3. Competitive economic performance 0.757 

3.4. Growing local job creation 0.722 

3.5. We maintain an advantage over competitors 0.794 

3.6. We have sustained growth in the company 0.763 

Table 20.6 Discriminant validity between constructs (HTMT) 

Constructs 1 2 3 

1. Traits social solidarity economy – – – 

2. Sustainable development 0.745 – – 

3. Competitiveness of the farmers’ market 0.839 0.840 – 

The test contained in Table 20.6 shows the significant, direct, and positive results 
of the prediction hypotheses tested. Where. β represents the path coefficients and the 
estimated relationships in the structural model and correspond to standardized beta 
coefficients in a regression analysis [ 32]. Their significance level is based on the 
parameters of . t value .≥ 3.310 (p. ≤0)***, .≥ 2.586 (p.≥ 0,01)**, . ≤1.965 (p . ≥0.05). 
Since the signs of the proposed hypotheses are positive, consistent with the signs
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Table 20.7 Bootstrapping criteria 

Criteria Configuration 

Complexity With the most important thing (faster) 

Samples 10000 

Confidence interval method Percentil bootstrap 

Level of significance 0.05 

Parallel processing Yes 

Save results per sample No 

Seed Fixed Seed 

Type of test One tail 

Table 20.8 Results for hypothesis testing of the model 
Hi Interaction .β M STDEV Statistical 

. t
.p Supported 

1 Traits social solidarity 
economy— 
Competitiveness of the 
farmers’ market 

0.488 0.492 0.095 5.165 0.000 Yes 

2 Sustainable 
development— 
Competitiveness of the 
farmers’ market 

0.393 0.396 0.094 4.179 0.000 Yes 

of the resulting path coefficients, the latter being within the acceptable threshold 
ranging from –1 to +1, the values allow the acceptance of hypotheses with a positive 
and significant relationship, according to the criterion proposed by Chin [ 41]. 

20.3.2 Fuzzy Genetic Algorithm 

By combinatorics, for two inputs with three possible levels (granularity), gives a 
total of 9 AND rules to be adjusted. Given the number of rules equals 9 with three 
granularity levels (low, mid, high), we have a solution space equal to .273=19683, in 
other words 27 parameters to be adjusted to one specific granularity level, low, mid, 
or high. Space that would be very difficult to compute systematically or manually, 
so the use of genetic algorithms is ideal in this situation. We avoid human biases and 
local optima by resorting to GA-based artificial intelligence. 

It is essential to remember that genetic algorithms (GA) are stochastic, and the 
FIS are deterministic. Since FIS is deterministic, we can calculate the exact value of 
the relative error produced by the best fuzzy knowledge base in the training phase 
against the test data. The best fuzzy rules found by the GA are listed in Table 20.7.
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Table 20.9 The 9 rules of the fuzzy knowledge base 

Rules AND antecedent AND antecedent Consequent 

1. Traits solidarity 
family business 

2. Intellectual property 
culture 

3. Sustainability 

1 Low Low Low 

2 Low Mid High 

3 Low High Mid 

4 Mid Low Mid 

5 Mid Mid Mid 

6 Mid High High 

7 High Low Mid 

8 High Mid High 

9 High High High 

Percentage error: 0.1817218212386449 

Using the rules, we calculate a percentage error of 18.17%, giving a classification 
accuracy of 81.82% (Tables 20.8 and 20.9). 

However, this absolute error could be the sum of slight differences between values, 
and for some decision-makers, these differences would be negligible. Therefore, we 
have a predictive power in Competitiveness of more than 80%, based on aspects 
related to the Social Solidarity Economy and Sustainable development of the farmers’ 
market. Our proposed FIS is a powerful tool for decision-makers and policy-makers 
in organizations. 

20.4 Discussion 

The objective of this work was to predict under uncertainty the effect of the Social Sol-
idarity Economy and Sustainable Development on Business Competitiveness using 
the representative case of a rural peasant market in Mexico. On the one hand, (i) 
to determine the predictive potential of the Social Solidarity Economy traits on 
Competitiveness, and (ii) to determine the predictive potential of the Sustainable 
Development traits on Business Competitiveness. To meet our objective, we use a 
hybridization based on two techniques of a predictive nature: PLS-SEM and FIS-GA. 

The overall results of the predictive tests based on PLS-SEM show a valid struc-
tural model with significant predictive potential with an explained variance of . R2

0.636 (Fig. 20.1). This result implies that, within the sample analyzed, the indica-
tors of the variables of Aspects of the Solidarity Family Business and Sustainable 
Development explain business competitiveness above 60%. On the other hand, when 
determining the FIS-GA performance and calculating the exact value of the relative 
error produced by the best fuzzy knowledge base, a Percentage Error of 18.17% was 
obtained, implying a classification accuracy of almost 82%. These results confirm the
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Fig. 20.1 PLS-SEM structural nomogram of specific relationships 

predictive assumptions from non-parametric and mathematical statistics, allowing us 
to affirm that the collaborative features of rural family businesses and the aspects 
of sustainable development have predictive power on Competitiveness within the 
representative case of a rural peasant market in Mexico. 

In light of the theoretical hypothesis of Barney’s [ 18] RBV Theory, the results 
support his central assumption that sustainable competitive performance depends 
primarily on firms’ internal valuable resources. Considering the Aspects of the Soli-
darity Family Business and Sustainable Development as internal resources, these are 
valuable capabilities that generate Business Competitiveness using the representa-
tive case of a rural peasant market in Mexico. The findings are in line with previous 
studies where, from the perspective of the RBV, they demonstrated that solidarity 
cooperation in rural family businesses is configured as a crucial source of sustainable 
competitiveness performance [ 19– 21]. 

20.4.1 Social Solidarity Economy and Business 
Competitiveness 

The potential and specific significance of the relationship between Aspects of the 
Solidarity Family Business and Business Competitiveness was explored. The hypoth-
esis Hi1 that states “The attributes of the Social Solidarity Economy predict Business 
Competitiveness in the case of a peasant market in Mexico” was supported, where 
significant predictive coefficients were obtained from the PLS-SEM perspective (. β = 
0.488***,. p = 0.000,.R2 = 0.636). From a theoretical perspective, aspects of the sol-
idary family business are valuable resources and a factor of business competitiveness. 
These results are consistent with previous studies that have found the collaborative 
economy as an alternative for sustainable development [ 2, 4]; Md Ajis et al. [ 9] found 
that the SSE develops better economic competitiveness initiatives in Malaysian cases,
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Fig. 20.2 Pareto de correlaciones PLS: Empresa solidaria versus Aspectos de Competitividad 

but noted that the government’s information governance significantly conditions such 
initiatives. Sustainable competitive advantage makes it essential to build innovation 
networks in the context of collaborative economies [ 21]. 

Regarding the specific results, the correlations obtained using the PLS-SEM Algo-
rithm show the most vital relationships of the variable Solidary Family Business on 
the specific items of the dependent variable of Competitiveness. Figure 20.2 shows 
the correlation weights of the aspects of the variable “Traits of a solidary family 
business.” The most affected item of Competitiveness was “3.5. We maintain an 
advantage over competitors” p = 0.648). Figure 20.2 also shows that the second item 
of the Competitiveness variable most affected was “3.6. We have a sustained growth 
of the company” (p = 0.569). The specific results demonstrate that entrepreneurship 
under the social values of collaboration and cohesion offers a differentiator that pro-
motes Competitiveness and growth within the context of the representative cases of a 
rural farmer’s market in Mexico. The results statistically demonstrate what the cases 
of the research by Esteves et al. [ 4] found in the United Kingdom, where companies 
based on values of “care for the Earth,” “care for people,” and “fair participation” 
can promote highly productive firms from a financial point of view. Alternatively, in 
Portugal, how the development of coexistence strategies combined with the change 
in consumption habits can be aligned with the productive capacity of a regional net-
work [ 4]. Negash et al. [ 8] also verified, using the diffuse Delphi method, the driving 
role of collaboration and innovation in values in Economic Sustainability. 

20.4.2 Sustainability and Business Competitiveness 

The potential and specific significance of the relationship between Sustainable Devel-
opment and Business Competitiveness was explored. The hypothesis H21 that states 
“The attributes of Sustainability predict Business Competitiveness in the case of a 
peasant market in Mexico” was supported, where significant predictive coefficients 
were obtained from the PLS-SEM perspective (. β = 0.393***, p = 0.000,.R2=0.636).
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Fig. 20.3 Pareto of PLS correlations: sustainability versus competitiveness aspects 

From a theoretical perspective, sustainable development is a valuable resource and a 
factor in business competitiveness. These results are consistent with previous studies 
that have found the collaborative economy as an alternative for sustainable develop-
ment [ 11, 12]. 

Regarding the specific results, the correlations obtained using the PLS-SEM Algo-
rithm show the most vital relationships of the Sustainable Development variable on 
the specific items of the dependent variable of Competitiveness, as shown in Fig. 20.3, 
which shows the correlation weights. The Competitiveness item most affected was 
“3.5. We maintain an advantage over competitors” (p = 0.604). Figure 20.3 also 
shows that the second item of the Competitiveness variable most affected was “3.2. 
We have intangibles to outperform the competition” (p = 0.589). The specific results 
demonstrate that entrepreneurship under the social values of collaboration and cohe-
sion offers a differentiator that promotes Competitiveness and captures intangibles 
within the context of the representative cases of a rural farmer’s market in Mex-
ico. The results are aligned with findings in emerging economic contexts such as 
Brazil and Senegal, where sustainable development goals are highly associated with 
sustained performance, with the intangible of the association being a factor of devel-
opment between smallholder farmers and workers (Whether or not they own hectares 
of land), thus achieving the satisfaction of local needs [ 4]. Alternatively, how intan-
gible aspects such as digitalization enhance the sustainable performance of social 
enterprises based on the social solidarity economy [ 42]. 

20.5 Theoretical Implications 

The predictive capacity of the Social Solidarity Economy and Sustainable Develop-
ment on business competitiveness in a rural peasant market in Mexico is substantial, 
revealed through a hybrid approach that combines PLS-SEM and the FIS-GA. The 
results of the hybrid technique indicate an explained variance (.R2) between 60% and
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80%, demonstrating that the aspects of the solidary family business and sustainable 
development significantly explain competitiveness in a significant number of the 
cases analyzed. This conclusion supports the hypothesis that these attributes have 
predictive power in the specific context of a rural farmer’s market under conditions 
of uncertainty. 

20.6 Policy Implications 

The results suggest important implications for policy actions at the state and federal 
levels in strengthening peasant-rural markets in Mexico. Promoting and supporting 
the Social Solidarity Economy and Sustainable Development are positioned as effec-
tive strategies to boost the Competitiveness of rural family businesses. Policies should 
focus on fostering collaboration, social cohesion, and sustainable practices, recog-
nizing the crucial role of these elements as valuable internal resources. In addition, 
the importance of considering information governance and the role of government 
in maximizing Social Solidarity Economy initiatives is highlighted. 

The specific results reveal that the traits of the solidary family business exert a 
significant influence on business competitiveness, mainly in favoring maintaining an 
advantage over competitors and ensuring sustained growth within the context of a 
rural peasant market in Mexico. These specific correlations reinforce the importance 
of promoting social values of collaboration and cohesion in rural family businesses. 
Specifically, the Ministry of Economy in Mexico, through its program aimed at 
entrepreneurs linked to a Node for the NODESS, could strengthen these compa-
nies through strategies that promote competitive advantage and sustainable growth, 
aligning with the specific results of our research. 

20.7 Managerial and Entrepreneurial Implications 

This study’s findings have significant implications for management and entrepreneur-
ship, especially in the context of farmers’ markets in Mexico. First, the predictive 
capacity demonstrated by the Social Solidarity Economy and Sustainable Develop-
ment on business competitiveness suggests that rural businesses can benefit from pro-
moting collaborative values, social cohesion, and sustainable practices. This implies 
that business strategies that foster family solidarity, cooperation with the commu-
nity, and care for the environment can lead to better competitive performance in rural 
markets. 

Moreover, the identification of specific aspects of solidarity economy and sus-
tainable development that influence business competitiveness, such as maintaining 
an advantage over competitors and ensuring sustained growth, provides actionable 
guidance for rural enterprises. These findings underscore that enterprises can enhance
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their competitiveness by focusing on strengthening their ties with the community, 
improving their adaptability and focusing on sustainable growth. 

From a managerial perspective, these results reinforce the notion that rural enter-
prises can secure substantial competitive advantages by adopting business practices 
that promote solidarity, sustainability, and cooperation. Therefore, managers and 
entrepreneurs in Mexico’s farmers’ markets are encouraged to consider integrating 
these values and practices into their business and operational strategies to bolster 
their competitive position and ensure long-term sustainable growth. 

In summary, this study highlights the importance of the social solidarity econ-
omy and sustainable development in business competitiveness in Mexico’s farmers’ 
markets. It offers managers and entrepreneurs practical guidance on improving their 
competitive performance by adopting business practices focused on solidarity, sus-
tainability, and community collaboration. 

20.8 Conclusions 

The study explored the utility of a predictive hybrid Technique that enables a collab-
oration loop between fuzzy variables from social sciences and mathematical tech-
niques, allowing for robust handling of anomalous data. Utilizing a hybrid method-
ology that combines PLS-SEM and a Fuzzy Inference System based on Genetic 
Algorithms, it has been found that these aspects significantly influence the competi-
tiveness of rural enterprises. The predictive capacity of the social solidarity economy 
and sustainable development in business competitiveness in Mexican rural markets 
has been demonstrated in the representative case. 

These findings contribute to theoretical understanding and support the Resource-
Based Vision Theory while providing concrete evidence to inform government poli-
cies and economic development strategies to benefit the Nodes for the NODESS. In 
addition, managerial and business implications highlight the importance of promot-
ing business practices that foster solidarity, sustainability, and cooperation to improve 
competitiveness and ensure sustainable growth in Mexico’s peasant markets. Overall, 
this study provides an avenue for discussing a new technique and a comprehensive 
perspective on how rural enterprises can improve their competitive performance by 
adopting values and practices that promote collaboration and sustainability in their 
environment. 
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