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Abstract
Cash flow forecasting is an important task for any organization, but it becomes cru-
cial for self-employed workers. In this paper, we model the cash flow of three real 
self-employed workers as a time series problem and compare the performance of 
conventional parametric methods against two types of fuzzy inference systems in 
terms of both prediction error and processing time. Our evaluation demonstrates that 
there is no winning model, but that each forecasting method’s performance depends 
on the characteristics of the cash flow data. However, experimental results suggest 
that parametric methods and Mamdani-type fuzzy inference systems outperform 
Takagi–Sugeno–Kang-type systems.

Keywords Cash flow · Time series · Fuzzy inference system · Self-employed worker

1 Introduction

Cash flow is the broad term representing the net amount of cash and cash equiv-
alents flowing in and out of a business during a given time period, reflecting its 
operational, investment, and financing activities. Cash received depicts inflows, 
while money spent depicts outflows. A positive cash flow (i.e., cash inflow is higher 
than cash outflow) keeps a company afloat. Cash flow forecasting is the process of 
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obtaining an estimate of the future financial position of a business. Therefore, this 
is an crucial element of financial management to prevent a business from failing as 
cash inflows and outflows outline its liquidity and solvency, understood as the avail-
ability and the possession of liquid assets to pay one’s debts, respectively (Weytjens 
et al., 2021).

However, the importance of the cash flow is paired with its inherent complex-
ity. This complexity arises because cash flow depends on discretionary decisions 
by various economic and legal actors, such as late payments, particularly intrusive 
regulations, or unexpected events such as the recent COVID-19 pandemic. Conse-
quently, analyzing and forecasting the cash flow involves dealing with imprecise, 
vague, and diffuse information. This, therefore, requires considerable ongoing effort 
to carry out thorough monitoring. Due to their limited resources and capacities, this 
is a challenging task for small and medium-sized enterprises (SMEs).

In macroeconomic terms, the impact of SMEs on the European Union’s (EU) 
economy and on employment creation is supported by the high number of this type 
of business, which in the EU are enterprises that employ less than 250 persons and 
have an annual turnover of no more than €50 million and/or an annual balance sheet 
of no more than €43 million (European Commission, 2003). In 2021, 99.8% of all 
enterprises operating in the EU-27 non-financial business sector, which includes 
the industry, construction, distribution trade and services sectors, were SMEs. 
They generated the equivalent of 64% of total employment and 52% of total value 
added in the non-financial business sector. In addition, micro SMEs (i.e., enterprises 
employing less than ten persons) accounted for more than 93.2% of all SMEs, 44.3% 
of employment and 35.2% of value added ( European Commission and Directorate-
General for Internal Market, Industry, Entrepreneurship and SMEs (2022)).

A special type of micro SMEs are the self-employees. These are individuals who 
work for themselves and do not have an employment contract with an employer. In 
2016, 30.6 million individuals were self-employed in the EU-28, accounting for 
14% of total EU-28 employment  (European Commission, Directorate-General for 
Internal Market, Industry, Entrepreneurship and SMEs, 2017). In the light of the 
economic importance of self-employment, the issue of cash flow forecasting for this 
type of business seems important enough to explore further. Unfortunately, the fact 
that most self-employed workers do not hire staff, and their high administrative bur-
dens, make it too difficult to carry out this task comprehensively.

Given this challenge, it is essential to explore robust methods for accurate cash 
flow forecasting. An effective approach is to model cash flow forecasting as a time 
series forecasting problem (i.e., predicting future data based on knowledge of the 
past)  (Rodrigues & de Oliveira Serra, 2022). Time series forecasting has demon-
strated to be an effective tool for decision-making processes in a wide range of real-
life application domains (De Gooijer & Hyndman, 2006). A time series Z of size m 
can be formulated as an ordered sequence of observations Z = (z1, z2,… , zm) dis-
tributed over time, where zt ∈ ℝ denotes the value taken by the series for the t-th 
time period (Parmezan et al., 2019). Based on the prior knowledge about data distri-
bution, the time series forecasting models can be classified into parametric (proba-
bilistic) and non-parametric (computational).
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Several comparative studies  (Weytjens et  al., 2021; Dadteev et  al., 2020; 
Hongjiu et al., 2012) suggest that computational methods perform better than par-
ametric ones, although these results must be taken with caution. One reason may 
be that suggested by   Salas-Molina et  al. (2018), who consider that the reason 
for the worse performance of parametric models may be due to the characteris-
tics of the time series (normality, correlation, stationarity and linearity). Another 
possibility may be related to experimental biases or limitations, such as a small 
amount of time series reviewed, short forecasting horizons h, and absence of 
benchmarks (Makridakis et al., 2018).

In an in-depth review, Makridakis et  al. (2018) used 1045 real-time monthly 
series to compare 33 parametric and computational models over different hori-
zons. They found that computational methods achieved worse results than par-
ametric ones or, in some cases, even than a Random Walk (RW) method.  Par-
mezan et  al. (2019) obtained similar results comparing 11 forecasting methods, 
excluding the RW, over 55 real-domain series. Some parametric methods, such 
as an autoregressive integrated moving average (ARIMA) or its seasonal version, 
showed scores similar to those of computational methods, such as Support Vec-
tor Machines (SVM). These disparities can be due to several reasons, such as the 
difficulty of finding time series that meet the aforementioned parametric require-
ments or that computational methods require much larger training data sets than 
the parametric ones (Cerqueira et al., 2019).

At this point, the possibility arises of considering a fuzzy inference system 
(FIS) based on fuzzy set theory  (Zadeh, 1965). Fuzzy logic can be viewed as 
an attempt to formalize decision making in an environment of imperfect infor-
mation (Zadeh, 2008). In practice, the difference between traditional time series 
and fuzzy time series is that the observations of the former are real numbers, 
while those of the latter are fuzzy sets or linguistic values where vagueness is 
naturally incorporated. Like probabilistic and computational models, fuzzy mod-
els are aseptic of the context, so there is no problem in applying them to vari-
ous financial analysis problems  (Gil-Lafuente, 2005) or directly predicting cash 
flows  (Hsu, 2016). While previous research on data from well-established com-
panies (Cheng et al., 2010; Hsu, 2016; Wang & Ning, 2015) suggested promising 
results, to the best of our knowledge, cash flow data from self-employed workers 
has not yet been studied, ignoring the potential performance of these methods in 
this context.

A specific problem where a FIS-based model can be especially appropri-
ate relates to suggesting the Spanish Social Security Contribution tax amount for 
the self-employed workers, defined according to an estimate of their annual reve-
nue  (Boletín Oficial del Estado, 2022). Thus,  Palomero et  al. (2024) developed a 
forecasting algorithm based on average monthly revenues, showing promising 
results. Accordingly, this work aims to conduct a first study to analyze the capa-
bilities of several well-known FISs in the problem of forecasting cash flow informa-
tion for self-employed workers and gain a better understanding of the benefits and/
or limitations of the FISs. To this end, we compare six FISs and three parametric 
methods in terms of predictive and time performance on the cash flow of three real 
self-employed workers.
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Henceforward, the rest of the paper is organized as follows. Section 2 summa-
rizes a pool of works focused on cash flow prediction and management. Section 3 
introduces the time series forecasting models used in this study. Section 4 presents 
the data, while Sect. 5 describes the experimental set-up. The results are discussed 
in Sect. 6. Finally, Sect. 7 summarizes the main findings and limitations, and sug-
gests possible directions for further research.

2  Related Work

Numerous studies have been carried out to predict future cash flows, mainly for pro-
ject management in construction companies. However, the literature related to the 
particular case of cash flow forecasting for SMEs is limited, especially for the self-
employed workers.

An evolutionary fuzzy hybrid neural network was proposed to enhance project 
cash flow control, where the fuzzy logic is used to put the neural network in between 
a fuzzification and defuzzification layer  (Cheng et  al., 2010).  Tangsucheeva and 
Prabhu (2014) developed a stochastic cash flow forecasting technique by integrat-
ing a Markov chain model of the aggregate payment behavior across all firm cus-
tomers and a Bayesian model of individual customer payment behavior. Yao et al. 
(2016) introduced a method to investigate stochastic cash flows in both wealth and 
liability dynamic processes using the Markov chain. Hsu (2016) employed the adap-
tive neuro-fuzzy inference system (ANFIS) model for cash flow prediction in an 
e-commerce service provider. Fuzzy logic, weighted SVM and a fast messy genetic 
algorithm were fused into a fuzzy inference model for cash flow prediction (Cheng 
& Roy, 2011). Similarly, a hybrid inference model that combines least squares 
SVM and an adaptive time function was proposed to predict the future cash flow 
demand  (Cheng et  al., 2015).  Boloş and Sabău-Popa (2017) developed an adap-
tive fuzzy scheme to control the risk of cash flow. Batselier and Vanhoucke (2017) 
designed a cash flow forecasting method to integrate earned value management met-
rics into the exponential smoothing technique.

Wang and Ning (2015) implemented a hybrid learning algorithm that com-
bines the adaptive population activity particle swarm optimization algorithm with 
the least squares method to optimize the parameters of the ANFIS model, which 
is then used to predict the cash flow time series of a commercial bank. An interval 
type-2 fuzzy project scheduling was proposed by Mohagheghi et al. (2017) to pre-
dict project cash flow. A Mamdani-type fuzzy logic system with stochastic fuzzy 
variables was developed by Boloş et al. (2019) to detect cash flow deficits in bank 
loans over a period of time. For cash flow forecasting, Yang et al. (2019) constructed 
a hybrid learning method based on ARIMA and long short-term memory (LSTM) 
neural network. Lee and Kim (2019) employed two regression models to predict the 
future operating cash flow measured through the equations developed by Dechow 
et al. (1998). Weytjens et al. (2021) evaluated the performance of ARIMA, Prophet, 
multi-layer perceptron (MLP) and LSTM. Furthermore, they introduced a new cost 
function to estimate how much money is lost using imperfect predictions compared 
to the hypothetical case of perfect predictions.
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Wang et al. (2015) proposed a combined model based on back propagation neural 
network and gray prediction method to improve the forecasting accuracy of bank 
cash flow. Khanzadi et al. (2017) developed a cash flow prediction model based on 
the Bayesian Belief network to avoid bankruptcy for construction firms. Using an 
LSTM neural network, Cheng et al. (2020) developed a forecasting model for future 
cash flow of construction projects based on independent and time-dependent vari-
ables.  Dadteev et  al. (2020) compared the forecasting accuracy of ARIMA, MLP 
and regression models, showing that MLP performs the best in regions where the 
cash flow is affected by many factors. In the paper by Zhu et al. (2022), a back prop-
agation neural network with weights and thresholds optimized through a genetic 
algorithm was proposed to predict the cash flow of enterprises.  Talebi et al. (2022) 
evaluated the performance of regression and MLP neural network models to predict 
future cash flows, concluding that a structure with 16 hidden neurons is the best 
approach.

Focused on the particular characteristics of SMEs, Xu et al. (2020) implemented 
a methodology based on combining social network information and cash flow data 
to predict bankruptcy. Bondina et  al. (2021) employed the Holt-Winters model to 
predict the cash flows of an agricultural organization. A hybrid transaction classi-
fication and cash flow prediction model based on deep recurrent neural networks 
was proposed by Kotios et al. (2022).  Palomero et al. (2024) developed a method to 
suggest Social Security contributions based on an adjusted Simple Moving Average 
(SMA) forecasting method. In their study, the authors compared similar methods 
and found that at least in the scenario analyzed, more straightforward methods, such 
as SMA and Exponential Time Series, showed the most promising results.

3  Forecasting Models

This section briefly describes the time series forecasting models used in the exper-
iments in this study. As already noted, we applied parametric and FIS models to 
compare their performance in predicting the cash flow of self-employed workers.

3.1  Parametric Models

The parametric models assume a priori knowledge about the data distribution, which 
makes the model rely on a set of parameters that must be determined to optimize the 
predictions: the more complex the model, the heavier assumptions are made (Jarrett 
& Plouffe, 2011). In this paper, three parametric models were used in the experi-
ments: simple exponential smoothing (SES), Holt-Winters’ seasonal exponential 
smoothing (HOLT), and ARIMA.

3.1.1  Simple Exponential Smoothing

The SES forecasting method infers the value of the next observation in a time series 
from the average of the last t observations. Here, each observation is weighted by 
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the smoothing parameter � ( 0 < 𝛼 < 1 ), which exponentially decays over time so 
that the most recent observations have more influence calculating future predictions. 
The specific formula for SES (Gardner, 1985) is:

where Lt denotes the new estimate and zt corresponds to the last observation.
The high computational cost for each new estimate Lt based on all observations 

can be avoided by rewriting Eq. (1) in terms of the current value of the time series 
and the value computed in the previous time (Gardner, 1985):

Each smoothed value (prediction) is the weighted average of the previous observa-
tions, where the weights decrease exponentially depending on the value of param-
eter � . If � = 1 , then the previous observations have no impact on the model (i.e., 
the forecast values are simply the current value); if � = 0 , the current observa-
tion is ignored, and the smoothed value consists entirely of the previous smoothed 
value (Pan, 2011).

The popularity of the SES model comes from its mathematical simplicity and 
good accuracy. The main difficulty of the method stands in finding the most appro-
priate value for the smoothing parameter � and the initial value of Lt (the smaller the 
value of � , the more important is the selection of the initial value of Lt).

3.1.2  Holt‑Winters’ Seasonal Exponential Smoothing

The HOLT model consists of three equations with different smoothing constants 
related to the primary components of the time series: level (L), trend (T) and season-
ality (S). This model can be reformulated by an additive or multiplicative decompo-
sition of its components depending on the seasonal pattern of the time series (Win-
ters, 1960). One can choose the multiplicative model when the amplitude of the 
seasonal variation increases with the increase of the series average level, and the 
additive model when the amplitude remains constant over time.

The multiplicative HOLT model employs the following equation (Winters, 1960):

where s denotes the number of observations that make up a seasonal variation and 
zt+h indicates the prediction value z for the time period t + h . The components Lt , Tt 
and St are calculated as follows (Winters, 1960):

(1)Lt = �zt + �(1 − �)zt−1 +⋯ + �(1 − �)m−1z1,

(2)Lt = �zt + (1 − �)Lt−1

(3)zt+h =
(
Lt + hTt

)
St−s+h,

(4)Lt =�
zt

St−s
+ (1 − �)

(
Lt−1 + Tt−1

)

(5)Tt =�(Lt − Lt−1) + (1 − �)Tt−1
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where the smoothing constants � , � and � are in the range [0, 1].
Like in the case of SES, the HOLT model is a recursive process, in which the 

values of level and trend can be initialized in the same period s and the initial sea-
sonality can be computed by the ratio between the first observations and the average 
of the first time period (Winters, 1960).

For the implementation of the additive HOLT model, we have the following 
equations:

Note that Eq. (12) is identical to Eq. (5) of the multiplicative model. The difference 
lies in the use of the other equations, in which the seasonal indexes are summed and 
subtracted, rather than multiplied and divided as in the multiplicative model.

In the additive model, the values of L and T can be initialized using the same 
equations of the multiplicative model, while the seasonality values are here calcu-
lated using the following equation:

3.1.3  Autoregressive Integrated Moving Average

The ARIMA models of order (p, d, q) allow modeling time series from the com-
bination of three statistical procedures: (i) autoregression (AR(p)), (ii) integration, 
and (iii) moving averages (MA(q)). The integration procedure consists of taking 
successive differences from the original series Z: the first difference is denoted by 
Δzt = zt − zt−1 , the second difference is Δ2zt = Δ(Δzt) = Δ(zt − zt−1) , and the dth 
difference is defined as Δdzt = Δ(Δd−1zt) . Combining these components allows 

(6)St =�
zt

Lt
+ (1 − �)St−s,

(7)Ls =
1

s
(z1 + z2 +⋯ + zs)

(8)Ts =
1

s

( zs+1 − z1

s
+

zs+2 − z2

s
+⋯ +

zs+s − zs

s

)

(9)S1 =
z1

Ls
, S2 =

z2

Ls
,… , Ss =

zs

Ls

(10)zt+h =Lt + hTt + St−s+h

(11)Lt =�(zt − St−s) + (1 − �)(Lt−1 + Tt−1)

(12)Tt =�(Lt − Lt−1) + (1 − �)Tt−1

(13)St =�(zt − Lt) + (1 − �)St−s

(14)S1 = z1 − LS, S2 = z2 − L2,… , §s = zs − Ls
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complex series to be modeled more easily than using the autoregressive or moving 
average components separately. Thus, ARIMA(p,  0,  0) corresponds to an autore-
gressive model (AR(p)), ARIMA(0,  0,  q) is equivalent to the moving averages 
model (MA(q)), and ARIMA(p, 0, q) is the combination of autoregressive and mov-
ing averages models (ARMA(p, q)).

ARIMA can adjust its structure to complex stationary time series. If a time series 
is non-stationary, it can be transformed using a data differentiation procedure to 
make the time series stationary. This procedure together with the ARMA structure 
leads to the ARIMA model with order (p, d, q), which is defined by the following 
equation (Box et al., 2015; Parmezan et al., 2019):

where I�
t
= Δdzt = Δ(Δd−1zt) , � represents the initial level of the model calculated 

by Eq.  (16), d is the degree of the differentiation operator; �p and �q refer to the 
parameters of the autoregressive procedure with lag length p and the moving aver-
age with lag length q, respectively; and et is the white noise in a distribution with 
zero average and constant variance �2

e
:

where � reflects the stationary process average.
One of the main problems related to parametric models is to the definition of 

their parameters (Gardner, 1985; Winters, 1960). In the case of ARIMA models, the 
most common technique is the Box–Jenkins  (2015) method, which is an iterative 
process based on four steps: selection of model structure, identification of model 
orders, estimation of model coefficient, and verification of the fitted model. Later, 
the Hyndman-Khandakar methodology was also proposed as a strategy to param-
eterize ARIMA through a step-by-step procedure (Hyndman & Khandakar, 2008).

3.2  Fuzzy Inference Systems

A FIS is an inference mechanism that establishes a relationship between a series of 
input and output sets. To define these relationships, the inference system uses fuzzy 
set theory to handle uncertainty. A fuzzy set is a class of objects with a continuum of 
membership grades (Zadeh, 1965). Let U be the universe of discourse (UoD), then a 
fuzzy set Ã of U is characterized by a membership function 𝜇Ã(x) , which associates 
each element x ∈ U with a real value between 0 and 1. This function indicates the 
degree to which element x belongs to the fuzzy set Ã , that is, the membership degree 
of x to Ã . It means that in fuzzy set theory, the closer the membership degree of x is 
to 1, the higher the probability that x belongs to Ã.

Definition 3.1 (Fuzzy Time Series)  (Song & Chissom, 1993) Let 
Y(t)(t = … , 0, 1, 2,…) be a subset of R1 and the universe of discourse on 

(15)I�
t
= � +

p∑
i=1

�iI
�
t−i

+

q∑
i=1

�iet−i + et,

(16)� = �(1 − �1 − �2 −⋯ ,−�p),
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which the fuzzy sets �i(t)(i = 1, 2,…) are defined and let F(t) be a collection of 
�i(t)(i = 1, 2,…) . Then F(t) is called a fuzzy time series on Y(t)(t = … , 0, 1, 2,…).

Definition 3.2 (Fuzzy logical relationship) (Singh, 2017). Assume F(t − 1) = Ãi and 
F(t) = Ãj . The relationship between F(t) and F(t − 1) is called fuzzy logical relation-
ship (FLR), which can be represented as: Ãi → Ãj where Ãi and Ãj refer to the left 
and right sides of the FLR, respectively.

The FLRs are also known as IF-THEN rules, in which the first part is referred 
to as the rule’s antecedent and the second part is called the consequent of the rule. 
The FISs are rule-based mechanisms that establish a relationship between a series of 
input and output sets, and employ four common steps to face the forecasting prob-
lems of time series: (i) a fuzzification process to translate crisp (real-valued) inputs 
into fuzzy values, (ii) a knowledge base to define the appropriate membership func-
tions and the IF-THEN rules based on available historical data, (iii) an inference 
system to perform predictions accordingo to these rules and, (iv) a defuzzification 
process to transform the fuzzy forecasts back into a crisp value. Figure 1 shows a 
general scheme of a FIS.

Although building a FIS may seem straightforward, the construction of several of 
its components, such as the fuzzifier and the knowledge base, can be accomplished 
using complex and specialized methods. A common approach combines soft com-
puting techniques such as artificial neural networks, rough sets, and evolutionary 
computing  (Singh, 2017). This makes FISs more reliable at the cost of requiring 
greater computational effort if complex inference systems need to be solved with 
sufficient data. However, more straightforward approaches can also show com-
petitive results in conditions similar to those described by Makridakis et al. (2018) 
and Cerqueira et al. (2019).

There are two types of widely-used FISs: the Mamdani model (Mamdani, 1974; 
Mamdani & Assilian, 1975) and the Takagi–Sugeno–Kang (TSK) model (Takagi & 
Sugeno, 1985; Sugeno & Kang, 1988). While the fuzzification of input variables 
and application of fuzzy operators in IF-THEN rules are the same in both types of 
FIS, they mainly differ in terms of translating the fuzzy outputs inferred from the 

Fig. 1  Schematic view of a FIS (Jang, 1993)
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fuzzy rules into crisp values (the defuzzification process). On the other hand, in gen-
eral, the Mamdani-type systems have a better ability to interpret, whereas the TSK-
type models have a better accuracy in approximation.

For Mamdani-type systems, the inference of the ith rule Ri to describe the rela-
tionship between the input data x = (x1, x2,… , xn) and the output y can be expressed 
as follows:

where Ãi
1
, Ãi

2
,… , Ãi

n
 and Bi are fuzzy sets.

Conversely, the output of a TSK-type system for the ith rule is typically a polyno-
mial function of the input variables:

Table 1 summarizes the four Mamdani-type and the two TSK-type FISs used in the 
experiments of this work. The column ‘Grouping technique’ indicates the approach 
used to define the fuzzy sets from the crisp data. The methods used in this study 
were initially developed several years ago and have been widely used in previous 
research. Their widespread use and recognition as established methods have facili-
tated their development under open-source licenses and their distribution through 
public repositories such as the Comprehensive R Archive Network (CRAN) or 
GitHub.

3.2.1  Wang–Mendel System

The Wang–Mendel (WM) method (Wang & Mendel, 1992) can be described as a 
model-free trainable fuzzy system. In other words, as it is trained from the past data, 
no mathematical model is required to solve the forecasting problems. Given data 
pairs (x, y), the operation of the WM approach consists of five steps:

Ri ∶ IF x1 is Ã
i
1
AND x2 is Ã

i
2
AND … xn is Ã

i
n
THEN yi isBi,

Ri ∶ IF x1 is Ã
i
1
AND x2 is Ã

i
2
AND … xn is Ã

i
n
THEN yi = a0 + ai

1
x1 + ai

2
x2 +⋯ + ai

n
xn

Table 1  Fuzzy inference systems included in the experiments

Fuzzy inference system Grouping technique Type

Wang and Mendel technique
(Wang & Mendel, 1992)

Space partition Mamdani

Hybrid neural fuzzy inference system
 (Kim & Kasabov, 1999)

Fuzzy neural network Mamdani

Genetic fuzzy system based on Thrift’s method
 (Thrift, 1991)

Genetic algorithm Mamdani

Genetic fuzzy system based on MOGUL method
 (Herrera et al., 1998)

Genetic algorithm Mamdani

Adaptive-network-based fuzzy inference system
 (Jang, 1993)

Fuzzy neural network TSK

Dynamic evolving neural-fuzzy inference system
 (Kasabov & Song, 2002)

Clustering TSK
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• Step 1 (creation of fuzzy input and output regions): For each of the input and 
output variables, triangular functions are used to divide each domain into 2N + 1 
regions denoted by SN (Small N), … , S1 (Small 1), CE (Center), B1 (Big 1), 
… ,BN (Big N), and a fuzzy membership function is assigned to each region.

• Step 2 (data fuzzification and rules generation): This includes determining the 
degrees of membership of input–output data in different fuzzy regions and their 
assignment to the region with the highest degree. After this, the corresponding 
rules can be generated from the input–output data.

• Step 3 (assignment of degree to rules): To resolve the possible conflicting rules 
(rules with the same IF-part, but with different THEN-part) and reduce the num-
ber of rules, a degree ( D(Ri) ) is assigned to each rule, and only the rules with the 
highest degree are kept. The degree value of a rule is defined as the product of 
the degrees of its components and the degree of the data pair that generated the 
rule. For instance, for a rule R ∶ IF x1 isAAND x2 isBTHEN y isC , the degree is 
defined as D(R) = �A(x1) × �B(x2) × �C(y).

• Step 4 (creation of combined fuzzy rule base): This is a lookup table whose indi-
vidual boxes are assigned fuzzy rules, where each AND rule is in only one box 
and OR rules are assigned to all boxes in the rows and/or columns correspond-
ing to the regions of their IF-parts. If there is more than one rule in a box of the 
fuzzy rule base, the rule with the highest degree is taken.

• Step 5 (defuzzification): The input space is mapped to the output space based on 
the combined fuzzy rule base.

This simple one-pass construction procedure allows Mamdani-type models to be 
built quickly as the space partitioning process is carried out using the ‘grid partition-
ing’ technique, which divides it into equally spaced intervals. Although this parti-
tioning method is efficient, it is usually not enough to generate fuzzy rules that are 
sufficiently representative of the real data of the distribution. A set of solutions is 
based on optimization processes of this UoD partitioning process through hybrid 
techniques such as artificial neural networks (Singh, 2017).

3.2.2  Hybrid Neural Fuzzy Inference System

The hybrid neural fuzzy inference system (HYFIS) proposed by Kim and Kasabov 
(1999) is a two-phase method based on optimizing a WM model through a neu-
ral network. In the first stage (the structure learning phase), a set of fuzzy rules is 
extracted from the input–output pairs by using the WM technique. The second stage 
(the parameter learning phase) focuses on tuning the membership functions through 
a multi-layered perceptron network based on a gradient descent learning algorithm. 
In particular, this connectionist structure includes a total of five layers, where the 
nodes in the hidden layers are in charge of representing the membership functions 
and rules:

• Layer 1: The nodes in this layer represent input crisp values. Each node is con-
nected to only those nodes of the next layer that represent the linguistic values of 
corresponding linguistic variables.



 L. Palomero et al.

• Layer 2: The nodes in this layer work as Gaussian membership functions to con-
vert the crisp values into linguistic variables. The connection weights are set to 
unity and the membership functions are spaced equally over the weight space.

• Layer 3: Each node in this layer represents the IF-part of a fuzzy rule and per-
forms the AND operation. As in the previous layer, the connection weights are 
also set to unity. In this way, all the nodes in this layer form a fuzzy rule base.

• Layer 4: Each node in this layer represents the THEN-part of a fuzzy rule and 
performs the OR operation. The links define the consequences of the rules. The 
nodes of layers 3 and 4 are fully connected, and the connection weights between 
these layers represent certainty factors of the associated rules. The activation 
of the node represents the degree to which all fuzzy rules together support this 
membership function.

• Layer 5: The nodes in this layer represent the output variables, thus acting as a 
defuzzification procedure.

3.2.3  Genetic Fuzzy System Based on Thrift’s Method

The optimization method presented by Thrift (GFS.THRIFT) (Thrift, 1991) is based 
on a genetic algorithm and focused on obtaining the best transition rules without 
influencing the partition of the UoD. Here, all the rules between the different fuzzy 
values and the phenotypes of the predicted values are considered as chromosomes. 
A new population is obtained using standard crossover and mutation operators 
applied to the chromosomes, generating a new Mamdani-based model whose pre-
diction is compared within the test values. Finally, once all the iterations have been 
carried out, the candidate solution is identified as the one with the lowest error (Riza 
et al., 2015).

3.2.4  Genetic Fuzzy System for Rule Learning Based on MOGUL

The model proposed by Herrera et al. (1998) (GFS.MOGUL) is based on MOGUL, 
which is a methodology to obtain genetic fuzzy rule-based systems under the itera-
tive rule learning approach. This algorithm is developed in three steps:

• Step 1 (genetic generating process): This is a learning procedure that consists of 
a fuzzy rule generation approach and a covering method of the set of inputs. The 
fuzzy rule generating approach uses a real coding genetic algorithm that codes a 
single fuzzy rule in each chromosome, whereas the covering method is an itera-
tive process that runs the generating approach choosing the best chromosome 
(rule), considers the relative covering value this rule provokes over the set of 
inputs and removes the inputs with a covering value greater than a predefined 
threshold.

• Step 2 (genetic simplification process): Since several rules obtained in the first 
step may be similar, the rule base is now simplified with a binary-coded genetic 
algorithm, thus selecting the most cooperative set of fuzzy rules.
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• Step 3 (genetic tuning process): This step fits the membership functions of the 
fuzzy rules by minimizing a squared error function that is defined by a set of 
input–output data for evaluation.

In the first stage, the rules are defined using a competitive genetic process; the sec-
ond step is the tuning process of the rule and database and finally, the last step is the 
generation of the fuzzy rule based system (Herrera et al., 1998; Riza et al., 2015).

3.2.5  Adaptive‑Network‑Based Fuzzy Inference System

ANFIS (Jang, 1993) is a hybrid system that integrates the characteristics of neural 
networks with TSK fuzzy inference systems. The architecture of ANFIS consists of 
five layers, each layer with a specific purpose. To describe the structure of the neural 
network and emphasize the basic ideas of ANFIS, assume that the system has two 
inputs ( x1 , x2 ) and one output (y), and contains two IF-THEN rules:

• Layer 1 (fuzzification layer): This layer takes the crisp inputs that are then trans-
formed into fuzzy values through membership functions �Ai

(x) . For instance, one 
can use a generalized bell membership function (Eq. 17) or a Gaussian member-
ship function (Eq. 18): 

 where x is the input to node i, Ai is the fuzzy set associated with this node func-
tion, and ai , bi and ci are premise parameters.

• Layer 2 (rule layer): This layer generates the firing strengths ( wi ) for the rules, 
which are calculated by using the fuzzy AND connective of product of the mem-
bership values computed in the first layer 

 where �Ai
(x) and �Bi

(x) are the membership degrees of fuzzy sets A and B, 
respectively.

• Layer 3 (normalization layer): This layer calculates normalized firing strengths 
as the ratio of the firing strength for a rule to the total of the firing strengths for 
all rules. 

R1 ∶ IF x1 isA1 AND x2 isB1 THEN y1 = p1x1 + q1x2 + r1

R2 ∶ IF x1 isA2 AND x2 isB2 THEN y2 = p2x1 + q2x2 + r2

(17)
�Ai

(x) =
1

1 +
|||
x−ci

ai

|||
2bi

(18)�Ai
(x) =exp

[
−

(
x − ci

ai

)2
]

(19)wi = �Ai
(x) × �Bi

(x) i = 1, 2



 L. Palomero et al.

• Layer 4 (defuzzification layer): In each node of this layer, weighted values of rules 
are calculated to indicate the contribution of each rule to the overall output: 

 where pi qi and ri are consequent parameters.
• Layer 5 (summation layer): The last layer, formed by a single node, computes the 

overall output by summing up the outputs obtained for each rule in the previous 
layer.

3.2.6  Dynamic Evolving Neural‑Fuzzy Inference System

The dynamical evolving fuzzy neural inference system (DENFIS) (Kasabov & Song, 
2002) is an extension of the evolving fuzzy neural network  (Kasabov, 1998), which 
allows incremental learning, supervised and unsupervised learning. DENFIS uses an 
evolving clustering method (ECM) to partition the inputs into clusters, whose centers 
are then used to form the antecedent part of the fuzzy rules. Based on the weighted 
recursive least squares estimator, a first-order linear model is developed for the conse-
quent part of each fuzzy rule.

DENFIS can be used for both online and offline learning. Online DENFIS only 
uses first-order TSK-type fuzzy rules to form a dynamic inference engine, whereas the 
offline model uses both first-order and high-order TSK fuzzy rules (Kasabov & Song, 
2002). In both approaches, triangular membership functions with three parameters are 
used:

where b is the cluster center on the x dimension, a = b − d × Dthr and 
c = b + d × Dthr ( d = 1.2 –2 and the distance threshold value Dthr is a clustering 
parameter).

For an input vector, the output of the system is calculated with the weighted average 
of each rule’s output.

(20)wi =
wi

w1 + w2

(21)wiyi = wi(pix1 + qix2 + ri)

(22)y =
�
i

wiyi =

∑
i wiyi∑
i wi

(23)𝜇i(x) =

⎧⎪⎨⎪⎩

0, x < a
x−a

b−a
, a ≤ x ≤ b

c−x

c−b
, b ≤ x ≤ c

0, c ≤ x
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4  Description of the Time Series Data

Declarando, a Spanish online accounting consultancy specialized in self-
employed workers, provided the data used in this study. The information on the 
profit of each self-employed worker was used as a basis for the construction 
of the time series. Here, the profit corresponds to the difference between the 
accounting income and expenses recorded during a given time period, mainly 
used to calculate the self-employed income and taxes payable. The main differ-
ence between cash flow and accounting data is that cash flow records actual cash 
inflows and outflows, while accounting data includes a broader range of financial 
transactions, recorded on an accrual basis, meaning that they reflect transactions 
as they occur, regardless of whether cash has been exchanged. The reasons for 
not considering explicit data on cash inflows and cash outflows were: (i) This 
information is validated by the Spanish Tax Agency, exposing self-employed 
workers to fines in case of errors, (ii) the accounting of these workers is rela-
tively simple, so income and expenses are relatively similar to receipts and pay-
ments and, (iii) cash inflows and outflows are not entirely reliable since they 
tend to combine professional activity with personal activity, which may cause 
distortions.

In this study, we used the weekly profit of three self-employed workers who 
had with at least 90 weeks of data and less than 10% missing values. The profile 
of the three workers corresponds to a photographer (Self-employed A) and two 
retailers (Self-employed B and Self-employed C). Figure 2 shows the three time 
series of the weekly evolution of the profit for each self-employed worker.

Table 2 summarizes some statistics of the data for each self-employed worker. 
The average weekly incomes were €−112.71, €−132.63 and €440.04 for Self-
employed A, Self-employed B and Self-employed C, respectively. Regardless of 
the averages, a wide variability in income was observed, both considering the 
standard deviation of the values and their different ranges. Positive kurtosis and 
skewness were observed for all three self-employed workers, suggesting a high 
concentration of values and a significant right-tail. These values can be inter-
preted in the sense that during most weeks the profits were in a concentrated 
range, with peaks of large punctual profits that can be statistically understood as 
outliers: one in the case of Self-Employed A, two in the case of Self-Employed 
B, and eight in the case of Self-Employed C.

The Durbin–Watson test aims to describe the autocorrelation of a time series. 
The value of the statistic ranges from 0 (perfect positive autocorrelation) to 4 
(perfect negative autocorrelation). Positive autocorrelations (p-value < 0.05) 
were observed in the case of Self-employed C, while no significant autocorrela-
tion was observed for Self-employed A and Self-employed B. The Augmented 
Dickey-Fuller test was applied to determine whether or not the time series were 
stationary, assuming stationarity if the p-value was less than 0.05. In this case, 
it was possible to conclude that the three time series were stationary since their 
p-values were < 0.05.
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5  Experimental Design

Figure 3 summarizes graphically the experimental design. At a glance, the exper-
iments aim to compare the performance of the selected models under nine dif-
ferent contexts. These contexts are based on the combination of three time series 
and a series of forecasting horizons h = (1, 3, 6) . A common framework, called 
rolling origin, is then used to perform the context-model comparisons. Having 
nine models of interest (ten if we include the baseline RW), a set of 90 groups of 

Fig. 2  Time series included in the experiments
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forecasts is generated. Finally, the generated forecasts and their derived metrics 
generated are evaluated at Sect. 6.

While the aforementioned design aimed to offer a global overview of the 
model, the following lines detail the forecasting procedure and the error measure-
ment metrics. First, the rolling origin framework is explained in Subsect. 5.1. The 

Table 2  Some statistics of the experimental data (mean, standard deviation, median, min, max in €)

Self-employed A Self-employed B Self-employed C

Length 148 121 91
% Null 1.35 0.83 0
Mean −112.72 −132.63 440.04
Std 780.78 3066.54 1365.75
Median −72.75 −129.27 152.59
Min −2360.11 −9369.91 −2221.11
Max 3698.12 13757.77 9097.80
Kurtosis 3.70 4.02 18.18
Skewness 0.42 0.66 3.56
Number of outliers 1 2 8
t-test p-value ( � = 0) 0.081 0.635 0.003
Durbin–Watson test value 2.44 2.29 1.65
Durbin–Watson test p-value 0.997 0.945 0.048
Augmented Dickey–Fuller test p-value 0.01 0.01 0.01

Fig. 3  Overview of the experimental set-up. Note that the Random Walk method will be used as a base-
line model in the experiments
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forecasting process is detailed in-depth at Subsect. 5.2, leaving the explanation of 
the error metrics to the final Subsect. 5.3.

5.1  The Rolling Origin Framework

The comparison of a forecasting model M under each context is based on the roll-
ing origin framework, which has been explicitly defined for time series-related 
contexts.

The rolling origin is an iterative procedure that maintains the same forecasting 
horizon and, on each iteration, the forecast origin advances over the time series, 
thus effectively creating multiple test periods for evaluation. Subsequently, with 
every new forecast origin, new data becomes available, which can be used for re-
fitting of the model (Hewamalage et al., 2022).

We have complemented this framework using an expanding window strategy. 
This strategy considers all past observations as the period used during the model 
training process, and it is suitable when dealing with short time series, such as the 
ones used in this study (Hewamalage et al., 2022). Consider whether a time series 
could be short or long for a predictive task is difficult, as it depends on many 
factors, such as the complexity of the learning algorithm. In this case, under the 
terms described by  Cerqueira et al. (2019), the lengths of our time series could 
be considered small.

The objective of using the rolling origin over an expanding window strategy is 
the generation of 30 predictions for each pair of context and model. Subsequently, 
as one part of the context is the h, the number of rolling origin iterations will vary 
from 30 loops when h = 1 up to five when h = 6 , as is depicted in Fig.  4. Since 
we have executed 90 iterations to predict 30 weeks for each loop, we have per-
formed a total of 1350 forecasts, predicting 2700 weeks.

Fig. 4  Illustrative example of rolling origin over an expanding window to extract the forecasts of a model 
M under a scope based on a particular time series with h = 6
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5.2  The Model Fitting Procedure

The aforementioned rolling origin framework does not cover the specific process of 
making predictions, which is detailed as follows. Considering an original time series 
Zi of size m, a time series X, which is a subset of Zi , is used to train a Candidate Model 
(CM) and generate the subsequent ĥ predictions. This process is depicted in Fig. 5, and 
detailed as follows:

First, the input X is transformed into X� ∈ [0 − 1] by applying the minmax method

The minmax normalization has been done as is required for all fuzzy-based models 
except for DENFIS. Then, X′ is used to train a CM using a strategy which aims 
to maintain simplicity and is detailed below. Once the CM is defined, the next ĥ′ 
forecasts, which are still in the range [0 − 1] , are obtained and finally denormalized 
using

to obtain the ĥ predictions from the ith iteration of the rolling origin loop.

5.2.1  The model training process

The model training process has been designed to be deliberately straightforward to 
reduce errors, being, in fact, important due to the numerous predictions performed. To 
this end, all models were extracted from only two different software libraries, sharing 
similar interfaces that can be easily integrated into the framework. Concretely, para-
metric models were extracted from the Forecast library, developed by Hyndman and 
Khandakar (2008), while we used the FRBS library as reference for the fuzzy-based 
methods (Riza et al., 2015).

Another main decision relates to the model training process itself, which has 
been automated as much as possible. We have relied on the Akaike Information Cri-
terion (AIC) to fit the parametric methods. It is a standard and widely used process 
that penalizes the fit of the model with the number of parameters that need to be esti-
mated (Hyndman & Athanasopoulos, 2018).

In contrast, the fuzzy-based models are considered non-parametric algorithms that 
must be explicitly hyperparameterized. It is necessary to define several variables such 
as the model order, the membership functions or the number of fuzzy sets, among oth-
ers. Therefore, generating a small, fast, and accurate model becomes challenging (Silva, 
2019). Having in mind the simplicity, we have used a simple validation process. First, 

(24)X� =
X −min(X)

max(X) −min(X)

(25)X = X� × (max(X) −min(X)) +min(X)

Fig. 5  Flowchart of the model fitting procedure



 L. Palomero et al.

we have divided the time series X′ into a training T ′ and validation V ′ subsets, having 
the V ′ the last h observations and leaving the remaining ones for T ′.

The number of fuzzy sets Ã has been defined as log2 of the training series length, 
similarly as used by  Efendi et al. (2015); Ismail et al. (2015); Ucar et al. (2018). The 
only exception is the DENFIS model, where Ã is defined internally.

The other parameter defined relates to model order, which ranges to a training 
matrix from 2 ( t� − 2 and t� − 1 ) to 12 ( t� − 12, t� − 11,… , t� − 1 ) previous observa-
tions. We have used a holdout validation process to select the most promising model, 
understanding it as a procedure based on training all the model candidates over 
T ′ and selecting the one that presents the lowest Mean Average Error (MAE) over 
V ′  (Parmezan et  al., 2019). We have deliberately avoided the parameterization of 
other values to minimize both the algorithmic complexity and computational effort 
and let the models compete under similar conditions, as most of the extra parameters 
are specific to each model.

In the results section, we have included a subsection where we have hypothesized 
about the effect of including extra context variables. To this end, we have repeated 
the same experimental process, including this context for all models, except the uni-
variate SES and HOLT, while excluding GFS.THRIFT model due to computational 
limitations. For the ARIMA, the context was included as external regressors, while 
it was included as an extra set of input parameters together with the model order at 
the fuzzy-based models.

Independently of using an AIC-based process or a hold-out validation, the model 
fitting procedure generates a CM model parameterized using the entire X time series 
and subsequently predicts the cash flow of the following h weeks, depicted as Fcast 
a − b at Fig. 4.

5.3  Evaluation Criteria

For cash flow forecasting, which is modeled as a regression problem, various regres-
sion metrics, such as the mean squared error, the mean absolute error (MAE), the 
root mean squared relative error, the mean absolute scaled error or the coefficient of 
determination, can be applied to measure the model performance (Tang et al., 2022). 
In our experiments, we used MAE and the unscaled mean bounded relative absolute 
error (UMBRAE) (Chen et al., 2017). The MAE, which is the most commonly used 
scale-dependent measure, is defined as follows:

where et denotes the forecasting error.
MAE calculates the mean of the absolute errors, so it is very easy to compute and 

understand  (Chen et  al., 2017). However, since MAE is a scale-dependent meas-
ure, we have used the relative UMBRAE metric when comparing forecasts gener-
ated under different experimental conditions. The UMBRAE is a modification of the 
mean bounded relative absolute error (MBRAE), which can be defined as:

(26)MAE =

∑n

t=1
�et�

n
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where et represents the forecasting error at time t, e∗
t
 denotes the forecasting error at 

time t obtained by some benchmark method, and n is the total number of predictions.
Though MBRAE is adequate for comparing forecasting models, it is a scaled 

error that cannot be directly interpreted as a normal error ratio to reflect the forecast-
ing error size. UMBRAE was proposed to obtain a more interpretable measure:

This performance measure overcomes some challenges common to other existing 
metrics for time series forecasting (Tang et al., 2022; Makridakis et al., 2020; Ly, 
2021), as it is resistant to outliers, symmetric, scale-independent, and easily inter-
pretable: when UMBRAE = 1 , the proposed model performs equal to the bench-
mark method; when UMBRAE < 1 , its performance is (1-UMBRAE)*100% higher 
than that of the benchmark method and; when UMBRAE > 1 , its performance is 
(UMBRAE-1)*100% lower than that of the benchmark method (Chen et al., 2017).

Apart from measuring the forecasting error with MAE and UMBRAE, we also 
evaluated the model performance regarding the overall processing time. Since the 
goal of Declarando is to implement a real-time cash flow forecasting tool, the time 
needed to make the predictions becomes a key objective that should also be con-
sidered. The processing time was recorded from the set of functions offered by the 
tictoc library1.

6  Results

For greater clarity and conciseness, the discussion of the experimental results is 
presented in four blocks: (i) the errors (measured with MAE) obtained for the time 
series of each self-employed worker are analyzed; (ii) the prediction performance of 
the methods when considering the time series of the three self-employed workers 
is evaluated by using the UMBRAE score as reference; (iii) the effect of including 
context variables on the forecasting performance is studied; and (iv) the overall pro-
cessing time of each forecasting model is evaluated.

Note that the baseline method used in the calculation of UMBRAE was the RW 
model, which has become the benchmark statistical technique for financial time 
series forecasting  (Adhikari & Agrawal, 2014; Hewamalage et  al., 2022). All the 
results will be made available on request.

(27)MBRAE = mean(BRAE) = mean

( |et|
|et| + |e∗t |

)
=

1

n

n∑
t=1

|et|
|et| + |e∗t |

,

(28)UMBRAE =
MBRAE

1 −MBRAE

1 The tictoc library is available on CRAN at https:// CRAN.R- proje ct. org/ packa ge= tictoc.

https://CRAN.R-project.org/package=tictoc
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6.1  Individual Analysis of the Time Series of Each Self‑employed Worker

As shown in Table 2, the characteristics of the three self-employed workers were 
quite different; therefore, it seems appropriate to analyze the results for each worker 
individually. Figure  6 summarizes the MAE scores for each method and for each 

Fig. 6  MAE scores for the three self-employed workers. Stars above the columns indicate that the MAE 
score was significantly lower than the baseline method based on a DM test
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self-employed worker. Columns highlighted with a star indicate statistically signif-
icant differences (p-value < 0.05 ) between the forecasting model and the baseline 
(RW) method using Diebold–Mariano (DM) tests (Diebold & Mariano, 2002; Die-
bold, 2015) where the HA had a lower error than the benchmark. In these tests, we 
have specifically used the modified version proposed by Harvey et al. (1997).

Analyzing Fig. 6, a similar behavior was observed for all methods when applied 
to the time series of Self-employed A and Self-employed B. The three paramet-
ric models and all the Mamdani-type models except GFS.THRIFT gave the best 
results. On the other hand, several comparisons showed significantly better scores 
than the RW model. Thus, for example, it was found that the best models were SES, 
HOLT and GFS.FR.MOGUL, since they showed the best results for h = (1, 3) in the 
simulation of Self-employed A (Fig. 6a) and for all values of h in the case of Self-
employed B (Fig. 6b).

Although the behavior of the prediction models on Self-employed C (Fig.  6c) 
was similar to the other two, some significant differences must be considered. First, 
the best model by far was the RW baseline method. Secondly, the best model was 
HOLT, followed by WM, HYFIS and, to a lesser extent, DENFIS. Unlike the other 
two cases (Self-employed A and Self-employed B), the GFS.FR.MOGUL model 
showed poorer results in the simulation of Self-employed C.

Due to the great diversity of results between the three groups of techniques and 
the nine models, we ran a set of pairwise DM tests, whose statistical p-values were 
adjusted by using the Benjamini-Hochberg method (Benjamini & Hochberg, 1995). 
Summaries of these scores are reported in Tables 3, 4 and 5 for each self-employed 
worker, respectively. Each cell in these tables shows the three comparisons made, 
one for each h, as follows: The symbol ( + ) indicates that the method in the corre-
sponding row (left) exhibits a lower error than the one in the column (top), whereas 
the symbol (−) represents the opposite. Cases labeled with a dot ( ⋅ ) denote non-
statistically significant differences.

These statistical tests confirm the observations observed in Fig.  6, where 
the three parametric methods and the Mamdani-type models, except for GFS.
THRIFT, have demonstrated similar behavior in both the case of Self-employed 
A (Table 3) and Self-employed B (Table 4). On the other hand, the worst method 

Table 3  DM test for self-employed A

(2) (3) (4) (5) (6) (7) (8) DENFIS (9)

SES (1) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + + ⋅ + + + ⋅ ⋅ ⋅
HOLT (2) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + + ⋅ + + + ⋅ ⋅ ⋅
ARIMA (3) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + + ⋅ + + + ⋅ ⋅ ⋅
WM (4) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + ⋅ ⋅ + + + ⋅ ⋅ ⋅
HYFIS (5) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + + + ⋅ ⋅ ⋅
GFS.FR.MOGUL (6) + + ⋅ + + + ⋅ ⋅ ⋅
GFS.THRIFT (7) + ⋅ ⋅ ⋅ ⋅ ⋅
ANFIS (8) −.−
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in both scenarios was ANFIS, followed by GFS.THRIFT in Self-employed A. In 
the case of Self-employed B, only the ANFIS model was consistently worse than 
the other methods, while the performance of DENFIS ( h = 1 ) and GFS.HRIFT 
( h = 6 ) was worse than almost all parametric methods.

The comparison of the Self-employed C scores presented in Table  5 also 
reflects the lower performance of ANFIS. Based on these findings, it has been 
observed that the performance of HOLTs was superior to that of the other para-
metric models for the three cases of h, although it remains comparable to WM, 
HYFIS, GFS.FR.MOGUL and DENFIS, especially in the one week-ahead fore-
cast with WM and HYFIS, as depicted in Fig. 6c.

The results of Tables  3,  4 and  5 emphasize the observations extracted from 
Fig. 6, highlighting that the different parametric methods and all Mamdani-based 
methods (except GFS.THRIFT) performed similarly and reasonably well, while 
HOLT was the best model for Self-employed C. However, if we focus on the per-
formance of the baseline, the most outstanding result is that of the case of Self-
employed C, where was much better than all other forecasting methods.

After analyzing these results, it can be stated that the behavior of the nine mod-
els was quite variable depending on the time series of each self-employed worker. 

Table 4  DM test for Self-employed B

(2) (3) (4) (5) (6) (7) (8) DENFIS (9)

SES (1) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + + + + + ⋅ ⋅
HOLT (2) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + + + + ⋅ ⋅ ⋅
ARIMA (3) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + + + + + ⋅ ⋅
WM (4) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + + + ⋅ ⋅ ⋅
HYFIS (5) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + + ⋅ ⋅ ⋅
GFS.FR.MOGUL (6) ⋅ ⋅ ⋅ + + + ⋅ ⋅ ⋅
GFS.THRIFT (7) ⋅ ⋅ + ⋅ ⋅ ⋅
ANFIS (8) ⋅ − −

Table 5  DM test for Self-employed C

(2) (3) (4) (5) (6) (7) (8) DENFIS (9)

SES (1) − − − − ⋅ ⋅ − − ⋅ − ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + + + ⋅ ⋅ ⋅
HOLT (2) + + + ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + ⋅ ⋅ + + + ⋅ ⋅ ⋅
ARIMA (3) − − ⋅ − ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + + + ⋅ ⋅ ⋅
WM (4) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ + ⋅ ⋅ + + + ⋅ ⋅ ⋅
HYFIS (5) ⋅ ⋅ ⋅ + ⋅ ⋅ + + + ⋅ ⋅ ⋅
GFS.FR.MOGUL (6) ⋅ ⋅ ⋅ + + ⋅ ⋅ ⋅ ⋅
GFS.THRIFT (7) + + ⋅ ⋅ ⋅ ⋅
ANFIS (8) − − −
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This diversity of results could be related to the statistical characteristics of each 
time series. Thus, as reported in Table 2, the time series of Self-employed A and 
Self-employed B, were characterized by low values of kurtosis and skewness and 
no significant autocorrelation. On the other hand, the results indicated that the 
experimental models were worse than the benchmark method when applied to the 
time series of Self-employed C, which was characterized by very high values of 
kurtosis and skewness and a very significant positive autocorrelation.

6.2  Aggregate Analysis for all Time Series

Even after verifying that the prediction performance of the models depends on the 
characteristics of each time series, we intended to establish an order of the methods 
by pooling the results of all the time series. To this end, we used the UMBRAE met-
ric instead of the MAE, since this metric focuses on the relative difference concern-
ing the baseline, thus simplifying the comparison process. The median UMBRAE 
scores are reported in Table 6, while Fig. 7 provides a comparative overview of the 
scores.

Figure  7a compares UMBRAE with MAE. It shows the correlation between 
both metrics in each self-employed scenario, especially when UMBRAE > 1 . Spe-
cifically, the Spearman’s � were 0.79, 0.85 and 0.96 for the Self-employed A, B and 
C, respectively, with the p-values ≪ 0.05 . Furthermore, Fig. 7b emphasizes the dif-
ference in UMBRAE scores according to each method and scenario. Both figures 
highlight the disparity in the magnitude of the errors observed in the cases of Self-
employed A and Self-employed B, where almost all results indicated UMBRAE < 1 , 
unlike those of Self-employed C.

In order to compare the different results, we ran a Friedman test followed by a 
Nemenyi post hoc test (see Fig. 8). To conduct a comprehensive evaluation using 
a substantial number of observations, we considered the h of each simulation, thus 
comparing a set of 30 one-step-ahead predictions, 10 three-step-ahead predictions, 
and 5 six-step-ahead predictions ( n = 45 observations). The Friedman test p-value 
was ≪ 0.000001 , indicating that the null-hypothesis of equality could be rejected 
(p-value < 0.05).

Table 6  Median of UMBRAE values (Bold values indicate the best score)

Model Approach Self-employed A Self-employed B Self-employed C

SES Parametric 0.784 0.750 4.609
HOLT Parametric 0.740 0.726 1.637
ARIMA Parametric 0.782 0.796 4.568
WM Mamdani 0.738 0.946 2.077
HYFIS Mamdani 0.807 0.839 2.108
GFS.FR.MOGUL Mamdani 0.794 0.779 6.087
GFS.THRIFT Mamdani 1.203 1.065 7.636
ANFIS TSK 1.908 2.204 21.840
DENFIS TSK 1.079 0.964 1.463
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The aggregate analysis, depicted in Fig.  8, reveals that the best method was 
HOLT, followed by two Mamdani-type fuzzy methods, HYFIS and WM. The graph 
shows that the HOLT model performed significantly better than the remaining meth-
ods, while GFS.THRIFT and ANFIS performed significantly worse than the oth-
ers. However, the RW baseline method obtained the fourth best result without being 
significantly worse than the best forecasting models tested, at least from a statistical 
point of view.

Finally, as several algorithms showed similar performance, for a complete 
understanding of the behavior of these models, we ran a Wilcoxon signed-rank test 
between each pair of methods and adjusted p-values with Benjamini–Hochberg false 

Fig. 7  Comparison of the forecasting performances measured by using the MAE and UMBRAE metrics
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discovery rate at a significance level of 0.05. Figure 9 shows the median of differ-
ences between each pair of methods on the Y-axis. Each point represents a model 
if there were statistically significant differences for the reference method (the one 
on the X-axis). Thus, the points that appear below the dashed line (i.e., the ori-
gin located at 0.0) indicate that the corresponding model was significantly worse 
than the reference method, while those that are above the origin indicate that they 
were better than the reference method (adjusted p-value < 0.05 ). The best method 
(HOLT) is highlighted in blue. As can be seen, GFS.FR.THRIFT and ANFIS were 
clearly the worst prediction models. On the other hand, this figure demonstrates that 

Fig. 8  Comparison of all models against each other using the Nemenyi post hoc test for the aggregate 
analysis

Fig. 9  Median of UMBRAE differences between models with significant differences (adjusted p-value 
< 0.05)
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the HOLT model significantly outperformed all other methods to a greater or lesser 
extent, thus corroborating the findings observed with the Nemenyi post hoc test.

6.3  Performance Analysis by Including Several Context Covariates

The purpose of this experiment was to investigate the impact of including context 
variables in the forecasting models. We added information about the year and month 
of week, the presence of non-working days, and about the status of the COVID-
19 restrictions, which were extracted from the paper by Lorenzo-Sáez et al. (2022). 
These covariates were included without any prior analysis to assess their overall 
effect on a systematic forecasting system.

The overall effect of adding context covariates has yet to be shown to be ben-
eficial. To test for differences between the two versions, we conducted a Wilcoxon 
paired signed rank test, which yielded a p-value of 0.99. The alternative hypothesis 
was that the version with context variables would have a lower UMBRAE value. 
The high p-value indicated insufficient evidence to conclude a causal relationship 
between the addition of the context variables and an overall improvement in perfor-
mance. However, not observing a significant overall improvement could hide local 
improvements. Table 7 reports the median of the UMBRAE values of each method 
for each of the three self-employed workers when including the context covariates. 
Note that UMBRAE values for SES, HOLT and GFS.THRIFT were taken from 
Table 6 since their inclusion in the context analysis was not feasible, as elucidated in 
Sect. 5.

Some comments can be drawn from Table  7. As can be seen, the results for 
Self-employed A and Self-employed B were quite similar to those in Table  6. 
The median value for all cases was similar to the UMBRAE value of 1, except for 
ANFIS and DENFIS whose values were significantly higher. The ARIMA model 
obtained a statistically significant improvement of 2.986 for Self-employed C, going 
from an UMBRAE value of 4.568–1.582. On the other hand, the performance of 
some fuzzy-based models was significantly worse. For example, in the case of GFS.
FR.MOGUL, it was found to degrade by 6.113 times.

Table 7  Median of UMBRAE values (Bold values indicate the best (lowest) UMBRAE score) using 
covariates; values written using italic characters were taken from Table 6

Model Self-employed A Self-employed B Self-employed C

SES 0.784 0.750 4.609
HOLT 0.740 0.726 1.637
ARIMA 0.793 0.743 1.582
WM 1.104 0.905 4.413
HYFIS 0.881 0.815 2.641
GFS.FR.MOGUL 1.146 0.679 37.207
GFS.THRIFT 1.289 1.065 7.636
ANFIS 3.602 2.645 28.885
DENFIS 3.516 2.189 7.126
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After this first analysis, we carried out a more detailed comparison between the 
performance of the models for each time series. Figure  10 shows the median of 
UMBRAE obtained without using the context variables (X-axis) versus those cor-
responding to context variables (Y-axis). The only case with a relative improve-
ment is seen in ARIMA for Self-employed C, while the UMBRAE score with GFS.
FR.MOGUL for this same worker increased drastically according to the version that 
does not include these covariates.

It should be pointed out that although several local improvements were observed, 
adding this contextual information led to an overall decrease in performance, sug-
gesting that incorporating them might not be considered beneficial when using these 
types of forecasting models. In this particular set of scenarios, including context 
variables have even proven to be detrimental. This emphasizes the importance of 
including truly correlated context variables rather than trying to include as many as 
possible, at the risk of model overfitting.

6.4  Processing Time

This block of results focuses on computational resources, which constitute a fac-
tor that plays an important role in many decision-making problems. In particular, 
Fig. 11 shows the average processing time for each forecasting method across the 
three self-employed workers. To evaluate the execution time of each model under 
the same conditions, only the execution time of the subset of the first group of exper-
iments over h = 1 was measured. It is important to note that all the experiments were 
carried out on Intel Core i7 CPU at 2.60 GHz with 16 GB of RAM.

As expected, HOLT and SES (i.e., the most straightforward models) were the 
least time-consuming methods, with an average delay of less than 0.01 s, followed 
by the ARIMA method and WM. The more complex FIS appeared to be the most 

Fig. 10  Comparison of the UMBRAE values with (Y-axis) and without (X-axis) context variables
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time-consuming models, mainly due to the hyperparameterization process carried 
out.

It is worth mentioning that the results presented in this study were obtained using 
the default set of parameters for each model, except for the dynamic definition of 
the number of lags used in each forecast. However, in practice, it is expected to 
empirically tune model parameters on a training data set to achieve optimal per-
formance. Therefore, the reported processing times may not accurately reflect the 
computational effort required to fit these parameters, which could even be signifi-
cantly higher. While this may not be a concern for offline forecasting applications, it 
is important to consider the computational cost of each method when implementing 
real-time forecasting systems.

7  Conclusions and Future Work

Cash flow data is derived from various actors’ activities, events, and decisions, mak-
ing it complex to predict, especially for self-employed workers. This complexity 
highlights the potential use of fuzzy logic-based computational models to address 
the cash flow forecasting problem. To this end, a study has been carried out on three 
time series of real-life data comparing three conventional algorithms and six fuzzy-
based methods (four Mamdani-type and two TSK-type methods) regarding predic-
tive performance and processing time.

The experiments suggested that the straightforward Mamdani-type WM and its 
neural network-optimized version (HYFIS) achieved the best results together with 
the exponentially smoothed HOLT parametric method, and significantly outper-
formed the TSK-type inference systems (especially ANFIS). Adding more com-
plexity to the models has not automatically improved the prediction results as was 
observed in the general context of the time series forecasting by Makridakis et al. 
(2018). Including context covariates has been shown to be counterproductive, as 

Fig. 11  Average processing times for each method (error bars represent the standard deviations)
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errors generally increased, mainly in the case of autocorrelated time series of Self-
employed C.

In addition, simple parametric methods are also less time-consuming. These con-
clusions have been corroborated by several statistical tests that have been carried out 
to check for any significant difference between the forecasting methods. Among the 
tested models, it has been observed that the TSK-type systems generally exhibit the 
lowest performance together with the HYFIS model and, to a lesser extent, the two 
GFS approaches. WM is the exception, as its average processing time is more simi-
lar to the parametric models rather than the other fuzzy-based models.

A fundamental aspect beyond the models based on fuzzy logic is the simplicity of 
the generated models, as they work by summarizing the input crisp data into fuzzy 
sets. Although forecasts produced by fuzzy models such as those reviewed in this 
study are unlikely to be superior to forecasts produced by more complex methods, 
their simplicity would make them a practical alternative for use in simple infrastruc-
tures or environments where the time and computational resources are important 
factors, such as a scenario similar to the one provided in  Palomero et  al. (2024). 
These theoretical advantages would be diluted by including complex pre-processing 
steps, making them potentially difficult to execute on lightweight infrastructures or 
even in real-time. Even so, the inherent complexity of the cash flow of this type 
of company does mean that simple methods based on fuzzy logic can be consid-
ered as an alternative or complement to similar parametric methods, as long as few 
resources are consumed.

We have hypothesized that differences in performance can be due to the statistical 
characteristics of the time series. However, this statement needs further investigation 
to be able to draw more reliable conclusions. Therefore, this question constitutes our 
most immediate avenue for future research. Another issue that deserves our attention 
is the application of deep neural networks and deep random forests to time series 
forecasting.

Despite its contributions, the results of the present study should not be interpreted 
without accounting for some limitations that could be addressed in future work. 
First, the research has focused on exploring cash flow data from only three self-
employed workers, so any generalizations are limited to this particular context, with-
out aiming to generalize prior of performing deeper analyses. Secondly, this study 
could be extended by including other methods that have not been investigated here, 
as well as expanding the tuning process both in the parameterization of the model 
and in the inclusion of context variables. A third valuable avenue for future research 
is the application of the method analyzed in this work to firm-level data, which 
could provide a challenging opportunity to delve into a broader context and generate 
insights that complement the findings of this study.
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