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Abstract: The Real Decreto-ley 13/2022 has amended the framework governing the calculation
of Social Security contributions for Spanish self-employed workers. This framework obligates
taxpayers to the annual revenue projection, under the possibility of lending money for free or paying
unexpected taxes at the end of the year in the case of deviations. To address this issue, the Declarando
firm has developed an algorithm to recommend the optimal contributions that combines a Simple
Moving Average forecasting method with an offset-adjustment technique. This paper examines how
this strategy can be improved by cleaning the input data and combining different forecasts using
an Ensemble-based approach. After testing experimentally various alternatives, a promising strategy
involves employing a median-based Ensemble on preprocessed data. Although this Ensemble-based
approach significantly reduces forecasting errors, the improvements are diluted when the predictions
are combined with the offset-adjustment process.

Keywords: time series forecasting; revenue forecasting; predictive tax modelling; suggestion systems;
Spanish self-employed workers

1. Introduction

In Spain, a self-employed worker is defined as an individual who regularly engages in
economic or professional pursuits for profit, independently and without the supervision
of another individual [1]. The regulation of self-employment is governed by the Statute
of the Independent Trader, which outlines their rights and obligations. One of their main
duties is the payment of monthly Social Security contributions, a tax that must be remitted
to the Spanish Treasury Agency (TGSS, an acronym for Tesorería General de la Seguridad
Social). Recently, the framework used to define these contributions has transitioned from
a system where each self-employee could define it freely to one based on an estimation of
the full-year revenue [2].

The framework, outlined in the Real Decreto-ley 13/2022, uses a three-step process to
define the contributions. Initially, a self-employee must compute their full-year revenue,
defined as the difference between income and expenses. Subsequently, this estimation is
divided by 12 to derive the average monthly revenue and then compared to a reference table
to establish the contribution amount. This reference table, depicted in [2], divides the full
range of revenues into 15 sub-ranges, which are used to determine the tax amount, which
must be informed to the TGSS. In the event of estimation errors or deviations from revenue
expectations, the Spanish government has established two methods to rectify or update
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them. First, in the case of detecting significant deviations between a previous estimation
and the new revenue expectation before finishing the fiscal year, the self-employed worker
must notify telematically of this new expectation, together with the amount of the future
contributions, which must be adjusted to compensate the prior deviations. In case of
changes in contributions, these become effective in the odd months of the year (January,
March, . . . , November). Once the year ends, the deviation between the paid taxes and those
that should be paid according to the real revenue is calculated. The difference between
both amounts is reimbursed in the case of having paid more taxes than corresponding or
required by the TGSS in the case of underpaid taxes. Finally, if the TGSS is not informed
about the revenue expectations for the year, the revenue from the previous exercise is
utilized as a reference to establish contributions.

A practical consequence of the method mentioned before is the requirement to fore-
see future revenue and to recompute the contributions periodically to adjust them. To
assist self-employed individuals in this process, the Spanish firm Declarando has devised
a methodology that utilizes a univariate Simple Moving Average (SMA) to forecast the
entire-year revenue. Subsequently, future contributions are defined according to this predic-
tion, as well as previously paid ones. A series of simulations have empirically shown that
this method significantly outperforms the TGSS baseline while offering a good performance
compared to other methods such as ARIMA, Exponential Smooth (ETS), or Deep Forest [3].

The authors used the SMA method because it is a conservative algorithm that performs
well on short and noisy datasets. Other more complex approaches that require more
training data were discarded as the literature indicates that their results are not competitive
when trained over time series with fewer observations [4–6]. Instead of using complex
algorithms, combining several predictions using Ensemble-based methods can lead to
promising results [7], requiring, in addition, a reduced computational burden [8].

Moreover, the prototype proposed by Palomero et al. utilized raw revenue data to
execute the predictions, therefore enabling the investigation of whether the preprocessing
techniques could enhance the proposed method [3]. The beneficial impact of employ-
ing these techniques has also been empirically observed. For instance, Makridakis et al.
described a light but consistent improvement when applying the Box-Cox transformation
at univariate time series [4]. Other possible transformations that could be tested comprise
the outlier detection and time series scaling [9].

This paper extends the research conducted by Palomero et al. by examining the impact
of implementing preprocessing techniques and developing an Ensemble-based forecasting
algorithm utilizing the most promising methods identified empirically. The remainder of
this paper is organized as follows. Section 2 elucidates the experimental data and provides
a comprehensive overview of the pipeline of the suggestion model presented in [3], and
describes the experimental setup, whose results are described in Section 3. The paper
concludes with a discussion in Section 4.

2. Materials and Methods

Declarando has provided the information used in this paper, which refers to the
monthly revenue of 392 self-employed workers between 2021 and 2022. Monthly revenue
is defined as the income minus the expenses declared to the Spanish Treasury Agency,
excluding the expenses related to the proper contributions. Table 1 displays the fundamen-
tal descriptive statistics for both year’s revenue records. Several ideas can be extracted
from these values: The first one is the skewness of the distribution, as the mean values
are, in both cases, approximately EUR 10,000 greater than the median. Furthermore, the
first quartiles are far below Spain’s unprofessional minimum wage in both years, which is
defined as EUR 14,000. Ultimately, the augmentation of wages observed in 2022 compared
to the previous year can be attributed to the relaxation of restrictions imposed by the
COVID-19 pandemic, which resulted in the reactivation of the Spanish economy.
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Table 1. Summary of self-employed people revenues in 2021 and 2022.

Min. 1st Qu. Median Mean 3rd Qu. Max.

2021 EUR
−21,836.28

EUR
5633.87

EUR
16,690.31

EUR
27,271.74

EUR
37,385.24

EUR
273,874.2

2022 EUR
−26,999.04

EUR
7068.93

EUR
21,691.59

EUR
31,647.57

EUR
43,670.16

EUR
282,279.9

The revenue as mentioned above has been employed to evaluate the effects of the im-
provements to the reference method proposed in [3], which involves a seven-step procedure
applicable at any point in the year as follows:

1. Extract the monthly known revenue, defined as the difference between income and
expenditures, excluding already paid contributions.

2. Determine the future revenue until the end of the year using an SMA forecasting algorithm.
3. In the event of generating positive revenue, a 7% is deducted in the concept of

expenditures that are challenging to justify [10].
4. Calculate monthly revenue by dividing the annual revenue by 12.
5. Infer the monthly tax by comparing the monthly revenue specified in the reference

table [2] to extract the contribution basis (base de cotización in Spanish) and multiply
it by 31.2%, reflecting the general tax ratio for self-employed workers in 2023 [10].

6. Adjust monthly tax by adding or subtracting the difference between the already paid
contribution and the one that should have been made in accordance with the new
estimate. This difference is then prorated between the months pending until the end
of the year.

7. If necessary, Winsorize the proposed contribution within the Real Decreto-ley 13/2022 limits.

The evaluation study performed by Palomero et al. was based on the possibility of
changing the quota once every two months. Therefore, the simulation consisted of paying
the contributions six times during 2022, with the past revenue from 2021 until the moment
of each new suggestion as the training data. In that simulation, the main error measure
was the final offset between the contributions paid according to the suggestions and those
to be paid according to the real revenue. The experiments demonstrated a significant
improvement over the method used by the TGSS, which used the previous year’s revenue
as a criterion to compute monthly contributions [3].

Methodology Used to Improve the Strategy

In Palomero et al., various versions of the proposed method based on different fore-
casting procedures, outlined in Table 2, were compared. There, the ETS, DF, and ARIMA
performed similarly to SMA and significantly better than Regression and Prophet [3]. More
complex models, especially those based on non-parametric Machine and Deep Learning,
were excluded as they usually require a volume of available data, which is not easily
available under this context [4–6].

Table 2. Implementations of the methods tested as forecasting engine.

Method Method Package *

Simple Moving Average (SMA) SMA smooth [11]
Exponential Smoothing (ETS) ETS fable [12]
Autoregressive Integrated Moving Average
(ARIMA) ARIMA fable [12]

Linear Regression (TSLM) TSLM fable [12]
Prophet prophet prophet [13]
Deep Forest (DF) CascadeForestRegressor deepforest [14]

* All included packages are implemented in R except the deepforest package, which was developed using Python.
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Despite discarding models based on large training datasets, there is room for improve-
ment through exploring the potential benefits of the data preprocessing techniques [9] plus
the Ensemble-based forecasting [7,8]. The main experimental body of this study analyzes
the beneficial effects of the outlier-detection methods, data scaling processes, and ensem-
bling strategies. These experiments were executed using the most promising algorithms
identified: ARIMA, DF, ETS, and SMA, parameterized using the default configurations.

The first experiment involved comparing the impact of applying three outlier-detection
and replacing methods: TS-Outliers from the forecast package [15], cubic splines from
the splines [16] and a Hampel filter, available in the at pracma package [17]. In this case,
the scores are compared to the results of running the simulations without applying any
preprocessing method on each algorithm and during the six timestamps. Subsequently,
the effects of Box-Cox and Log10 data-transformation techniques were assessed. As the
revenue data can be positive or negative and both Box-Cox requires using positive data, the
revenue has been transformed into positive by adding the absolute value of the minimal
observation for each time series to all observations plus one. Subsequently, the lambda
value at each Box-Cox transformation was inferred empirically by maximizing the Log-
likelihood using the Box-Cox method from the MASS package. These two scaling processes
were also eventually adjusted to fall within the range [0–1] through the min-max scaling [9],
generating four different comparisons. Both experiments were considered independent
and executed over the same training subset, formed by approximately 80% (n = 313) of the
original dataset, while the remaining 20% (n = 79) were used for testing purposes.

These first experiments aim to identify the most promising preprocessing techniques,
which will be incorporated in the Ensemble experiment, where the forecasts of ARIMA,
DF, ETS, and SMA are combined using the average and median values as ensembling
methods. In this case, the best method is selected and integrated into a variation of the
reference suggestion system. The results of this modified approach are compared with
those presented by Palomero et al. over the entire cohort.

3. Results

This section outlines the outcomes of the experiments carried out. In the first block,
the results of the assessments of the effects of the different preprocessing techniques are
reported. Next, the most promising techniques are included in a forecasting pipeline based
on ensembling ARIMA, DF, ETS, and SMA, whose results are discussed in the second
subsection. Finally, the overall effect of using this novel forecasting proposal integrated
within the proposed suggestion method is analyzed.

3.1. Assessing the Outlier-Detection Techniques over the Forecasting Error

Figure 1 summarizes the average ranks, with its 95% confidence interval (CI), of the
preprocessing effects over ARIMA, DF, ETS, and SMA. In particular, Figure 1a focuses
on the outcomes of outlier-detection techniques, whereas Figure 1b outlines the effects of
data scaling procedures. In the case of outlier-detection techniques, it stands out that the
average rank from the TS-Outliers, depicted in green in Figure 1a, is the lowest, which
represents the better result. These differences are even statistically significant with the
no preprocess benchmark at the DF and the ETS, as their CI do not overlap. The other
two methods tested, the Splines—orange—and Hampel—blue—show a more irregular
behavior. These results suggest that the utilization of the TS-Outliers process, which is
based on using the interquartile range of the reminder subcomponent of the decomposed
time series [18], is more robust than the other two methods.

The results obtained by comparing the data scaling procedures with the results, as
depicted in Figure 1b, suggest that neither a Box-Cox nor a logarithmic transformation
can significantly enhance the outcomes of utilizing raw data, regardless of whether or not
a range-based transformation is employed. A variety of factors may contribute to these
outcomes. The suboptimal outcomes of the Log10-transformation can be attributed to
the distorting effect on the data variance, wherein the changes in values located near the
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zero value are over-represented rather than the larger ones. In the case of the Box-Cox,
despite the necessity for a more comprehensive examination, the brief duration of the time
series and its chaotic nature may reduce the impact of this transformation. Ultimately, the
effect of the range scaling is negligible. This is an expected effect, as this transformation
mainly applies to machine learning models instead of parametric approaches like the ones
reviewed. The deep learning DF method has also been effective in processing raw data
without requiring any extra tuning process [14].
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(a) Outliers detection method.
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(b) Data scaling processes.

Figure 1. Averaged ranked values of the preprocessing methods evaluated on the training subset.

To summarize, the comprehensive data presented in Figure 1 suggests that the TS-
Outliers algorithm can reduce the error at all four methods, with the DF and ETS ex-
hibiting statistically significant reductions. Therefore, only this method is included in the
following pipelines.

3.2. Defining an Ensemble Model

Following the previous section, several method variations were tested on a model
that combines the four method’s forecasts. In this particular instance, the outcomes of
approaches based on constructing an Ensemble method that uses the average and median
as ensembling criteria over predictions using raw and preprocessed data were evaluated.
Figure 2 depicts the results of comparing the average rank scores obtained, including
their CI, with the results of SMA-based inferred from the raw data as the reference. It
can be observed that the ranks of the two median-based ensembles are better than their
counterparts based on the average criterion. In addition, using preprocessed data might
reduce errors independently of the combination strategy employed.

The result from the Preprocessed/Median version exhibits the lowest rank, being
unique in that CI does not overlap the reference. The Raw/Median approach is considered
the second-best option, exhibiting a similar rank to the Preprocessed/Median. Exploring the
differences between both approaches, we performed a hypothesis test based on a pairwise
Wilcoxon test of the original forecasts mean absolute error (MAE). With a p-value of 0.013,
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we can conclude that there is sufficient statistical evidence to reject the null hypothesis
using the direct simulation’s MAE scores. Considering these results, we have selected the
Preprocessed/Median version, denoted directly as the Ensemble method, as the method
used in the following experiments.
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Figure 2. Average ranked values of the four variations and the SMA results used as baseline.

After identifying the Ensemble method as the most promising using the training
dataset, the following experiment consisted of comparing their results with the other
methods provided by [3] over the testing set. The two sub-figures in Figure 3 depict
an overall comparison without considering the simulation periods (Figure 3a) and taking
into account them separately (Figure 3b). Table 3 details the average scores described in
the figure, annotating with a star character (*) the cases where the CI does not overlap the
Ensemble or, in other words, where it can be deemed that the Ensemble score is better.

In the overall comparison depicted in Figure 3a, the best model is the Ensemble,
which has an average score of 3.29, followed by ETS, SMA, DF, ARIMA, Prophet, and
Regression. The figure also shows that this difference can be considered significant, as its
CI ([3.151, 3.429]) does not overlap with anyone, being the closest the one from ETS ([3.432,
3.781]). Therefore, we can conclude that the Ensemble method significantly overcomes
all the variations presented by Palomero et al., at least when considering all prediction
intervals together.
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(a) Without considering the simulation iteration.
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(b) Considering the simulation iteration.

Figure 3. Averaged ranked values of the preprocessing methods compared on the training subset.
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While the global results indicate that the Ensemble method outperforms the others,
when considering the simulation periods separately, these differences are diluted across the
year advances, as depicted in Figure 3b and detailed in Table 3. The Ensemble shows the
best results in all cases, especially compared with Regression, Prophet, and ARIMA, at the
sixth, fifth, and fourth initial stages, respectively. These results suggest that the beneficial
effect of using the Ensemble method is more evident in the early stages of the year when
the forecasting horizon is longer.

Table 3. Average rank of the methods compared in the test set over all the simulations and the
different stages.

Method Full Exp. #1 #2 #3 #4 #5 #6

Ensemble 3.29 3.03 3.06 3.33 3.35 3.35 3.62

ETS 3.61 * 3.35 3.78 3.68 3.47 3.65 3.70
SMA 3.75 * 3.48 3.68 3.81 3.80 3.91 3.80
DF 3.80 * 3.61 3.80 3.65 4.04 3.91 3.81

ARIMA 4.19 * 3.97 * 4.21 * 4.41 * 4.15 * 4.12 4.29

Prophet 4.55 * 5.19 * 4.49 * 4.49 * 4.39 * 4.48 * 4.27
Regression 4.81 * 5.38 * 4.97 * 4.63 * 4.80 * 4.58 * 4.51 *

* The method confidence interval overlaps with the Ensemble.

3.3. Measuring the Effect of Using an Ensemble Method over the Entire Suggestion Algorithm

The above tests indicate that the Ensemble method can improve the results retrieved
using a unique method over raw data. Despite the significant impact of this enhancement,
it is imperative to evaluate its impact throughout the entire suggestion procedure presented
in [3]. Table 4 depicts the mean absolute error (MAE) between the taxes suggested by the
Ensemble method and two baselines, the TGSS and the SMA. In this particular instance,
the outcomes were obtained by combining the training and testing datasets (n = 392).

In this instance, the Ensemble outcomes exhibit a significant improvement of an MAE
of 256.2 euros compared to the TGSS. On the contrary, compared to SMA, the enhancement
is reduced to 6.8 euros, which is not significant given the overlap between the CI. Despite
the similarities between the SMA and Ensemble MAE scores, a pairwise Wilcoxon test
returns a p-value of 0.033, indicating that this slight improvement can be statistically
significant. The apparent difference between the CI and Wilcoxon test results is explained
by the fact that the obtained MAE scores do not follow a normal distribution, as we can
conclude after executing a Shapiro-Wilk test, which yields a p-value score ≪ 2 × 10−15.

The examination of the number of cases that were accurately predicted reveals that
in 57.65% of the cases (n = 226), the Ensemble method suggested the most equitable
taxes, while the SMA suggested correct suggestion ratio was 55.10% (n = 216). In this
case, the ratio of overpaid and underpaid cases remains similar (χ2 p-value = 0.70), so
we can conclude that both methods show a similar distribution in the overpayment and
underpayment ratios.

Table 4. Summary of MAE for Full Forecasts.

Model MAE 95% CI Underpaid Balanced Overpaid

TGSS 379.4 331.4–427.4 40.31% 40.82% 18.88%
SMA 130.0 107.8–152.3 17.35% 55.10% 27.55%

Ensemble 123.2 101.4–145.0 17.35% 57.65% 25.00%

The outcomes mentioned above show a discrete improvement of the Ensemble-based
version, whereas, at the forecasting stage, these enhancements were much more significant.
Although it should be more widely explored, one reason could be the effect of the adjust-
ment process included, which contributes to smoothing the previous forecasting errors by
adjusting the future contributions.
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4. Discussion

This paper examines the effect of the application of several techniques to improve
a procedure that suggests the optimal monthly contributions that Spanish self-employed
workers should pay according to an estimation of the full-year revenue. The reference
procedure combines a forecasting engine based on the SMA algorithm with an offset-
adjustment procedure based on the previous payments. Some common improvements
include preprocessing the data and combining different predictions [9]. Other more complex
choices were discarded, as they required complex training processes without offering
significant improvements on small training data sets [6].

The experimental results presented in this work describe the first improvement in
forecasting accuracy when applying the outliers preprocessing techniques. Since the
ARIMA, DF, ETS, and SMA methods showed similar results in the reference study, we have
studied the effects of combining their forecasts in an Ensemble-based method.

A review of the obtained data highlights the benefits of using the median as a combination
criterion. In this context, the median operator discards the two most extreme values and
averages the remaining models. This decreases the influence of models that failed in
some time series [19]. The use of outlier cleaning techniques also offers improvements
compared to not using them, although they remain in the background compared to the
median-based Ensemble.

Although the Ensemble methodology may aid in reducing the forecasting error, it is
imperative to bear in mind that the forecasting engine is merely a component of a more
extensive process. In this particular instance, the potential advantages of enhancing this
engine are diminished when combined with the offset-adjustment procedure.

The above results were obtained using a simulation based on real accounting in-
formation from 392 self-employed workers. Notably, these outcomes were obtained by
utilizing a fixed duration of 24 months of data. Several research lines can be conducted
using a wider range of training data and/or multivariate datasets, including, for example,
budgeted works or holiday events. Another approach could be to examine alternative
methodologies, such as the Generative AI-based methods.
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