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Face image generation: A review 

Abstract. Image processing has gained notoriety over the last few years in per-

forming various tasks through deep learning algorithms, such as face recognition 

and identity verification. Unfortunately, most of them require a large set of im-

ages for training, usually manually labelled, which is a costly task both in time 

and effort, not to mention being prone to human error. Data Augmentation (DA) 

techniques have been used to mitigate this situation, as they generate new images 

by applying variations to real image sets. For this purpose, Generative Adversar-

ial Networks (GANs) have recently been successfully used to create synthetic 

images. This chapter presents a brief literature review on various DA methods 

dedicated to image generation. After this, the technique that has presented out-

standing results in the face generation task are GANs. General background about 

them is given: their definition, architecture, training and challenges. Some works 

that have used GANs in artificial image generation are presented. Subsequently, 

a GAN architecture for face generation is implemented, obtaining one hundred 6 

x 6 grids with faces artificially created from a public set of images. After this, the 

relevance of having a large computational capacity for training was identified 

when seeking to generate images with great sharpness and realism. 

Keywords: Face image generation, Data augmentation, Generative Adversarial 

Networks. 

1 Introduction 

Facial recognition systems have been discussed for several decades. 

This is investigated with such attention given the tremendous human 

ability to recognize others through the face, being a unique part of the 

body. The search is on for such systems to possess this same intelligence, 

also known as biometric identification. 

Facial recognition has been developed with great interest in the field 

known as computer vision [1]. This task supports a variety of critical 

applications, e.g., identity verification. This is done using what is known 

as a face analyzer, which is software that confirms the identity of people 

based on their faces [2]. This is achieved through the identification and 

measurement of facial features in images. It can also be used to associate 

human faces in the latest or even in videos to check how similar they are 

to one or several specific individuals. In addition, it can determine the 

level of similarity between two photographs to find out if they belong to 

the same person or search for them among a large set of images in a 

collection. For example, biometric security systems use facial 

(i) Initial version of the manuscript
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recognition to uniquely identify individuals as users at login to 

strengthen user authentication. In addition, mobile devices often use this 

type of technology to protect the data they contain [3]. Unfortunately, 

large quantities of facial images are required for the correct operation of 

these processes, which is why much of the research has focused on the 

generation of artificial images. This aims to augment the sets of images 

used to train different architectures because this significantly impacts the 

results [4]. 

The task of collecting and labelling data samples with good quality is 

a costly task, both in time and effort, as well as is prone to human error. 

For this purpose, various techniques known as DA have been imple-

mented, and their performance is suitable in different domains. 

DA techniques allow the size of existing image sets to be increased 

considerably through simulations [4], which helps significantly with the 

image requirements for learning systems. Also in addition, AD tech-

niques have faced several limitations of their own [5], for example: 

• The images generated lack realistic variations such as makeup, 

skin color, and background change, which means that they 

would have a different distribution than the real ones. 

• Creating high-quality facial images is very difficult due to the 

complexity of facial details. 

After many years of research and application of different modelling 

methods, in 2014 a technique was proposed that allows the generation of 

realistic images through the use of two artificial neural networks, called  

GANs. Although these are not the first method used for artificial data 

generation, their results and versatility distinguished them from the rest 

since they have achieved outstanding results that were still considered 

impossible for artificial systems[6]. 

GANs are a machine learning technique that consists of integrating 

two simultaneously trained models: one called "generator", which is 

trained to create the artificial images and on the other hand, the "discrim-

inator", whose objective is to discern between the fake images created 

by the generator and the real ones coming from the original training set. 

Its performance has far exceeded expectations in the field of artificial 

image generation, according to a variety of authors [7][8][9][5]. 

As with ML algorithms, the data generated by the GAN will depend 

entirely on the training set provided to perform the learning. For exam-

ple, if a GAN is required to learn how to create images of handwritten 
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numbers, it is necessary to use a training set containing multiple images 

of the handwritten numbers [10]. 

GANs are derived from a gaming perspective. Hence the word adver-

sarial in their name denotes a competitive dynamic between the two 

models that compose them. The generator's goal is to create real images 

that are indistinguishable from the actual training set. On the other hand, 

the discriminator aims to distinguish these generated samples from the 

real ones. Therefore, the better the generator is at creating realistic im-

ages, the better the discriminator has to become at distinguishing the real 

ones from the fake ones [6]. 

The fast growth and progress of GANs have been due to research and 

development, generating new architectures to stabilize the outputs and 

generate images of higher quality and realism. In this way, the aim is to 

create impossible images for the human eye to differentiate. 

This chapter describes in a general way the model based on deep learn-

ing: GAN, which has been used throughout recent years to create artifi-

cial facial images, highlighting the efficiency it has demonstrated. Im-

plementing, in turn, an architecture, which was trained with a small part 

of the public image set "CelebA" and a 5000 epochs training. The paper 

is structured as follows. Section 2 describes different types of transfor-

mations commonly performed on images to augment the image sets. Sec-

tion 3 describes a GAN architecture, training and challenges, among 

other data of interest. Section 4 presents a collection of related works that 

have employed GANs for artificial image generation. Section 5 shows 

the architecture of a GAN dedicated to facial imaging. Finally, Section 6 

presents conclusions and future work. 

2 Face image generation 

Four main categories can be broadly discussed in the DA task for gener-

ating artificial images: generic, component, attribute and age transfor-

mations. Section 2.1 presents the generic transformations. Section 2.2 

presents the modifications produced on image components. Section 2.3 

presents the facial attribute transformations. Section 2.4 presents the re-

gression and age progression. 
2.1 Generic transformations 

These transformations focus on modifying the entire image, ignoring high-level 

components such as composition, light, volume, symmetry, shape and texture. They are 

usually divided into two main groups: geometric and photometric transformations. 
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Geometric transformations are commonly applied in multiple computer vision tasks 

[5], such as face recognition, healthcare and manufacturing applications. In general 

terms, geometric transformations alter the pixels of an image by placing them in new 

positions. Some examples of these can be: 

• Reflection: consists of flipping the image around its vertical or hori-

zontal axis. 

• Rotation: rotates the image 𝜃 degrees around its center, bringing each 

pixel (x, y) to its position (x', y'). 

• Cropping: consists of cutting the images to a specific size. 

• For example, in the case of convolutional neural networks (CNNs), this type 

of transformations help to minimize their sensitivity to changes in position 

and orientation [11]. Some examples can be seen in Fig. 1. 

 

 
Fig. 1 Geometric transformation examples [5] 

On the other hand, photometric transformations, shown in Fig. 2, generally work by 

altering the RGB (red, green and blue) channels, shifting each pixel value (r, g, b) to 

new values (r', g', b') of an image according to predefined rules. These transformations 

adjust the illumination and color, leaving the geometry unaffected [11]. For example, 

we can mention color manipulations, such as inverting them or adding some filters, 

such as blurring or grayscale [5]. 
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Fig. 2 Photometric transformation examples [5] 

These transformations are mainly used in computer vision tasks to enrich the training 

sets and prevent a common problem in this field, overfitting. In [12] is an article dedi-

cated to evaluating the performance of CNNs, trained with a set of images enriched 

using both geometric and photometric transformations. In [13] various transformations 

were employed to increase the image set and prevent overfitting. 

2.2 Component transformation 

In turn, there are transformations dedicated to enriching the sets of facial images by 

modifying the person's components. This is to train the algorithm to recognize the per-

son even if their appearance is altered. 

The hairstyle can be considered one of the components to be generated since, although 

it is not considered a facial component, hairstyle affects face detection and recognition 

because it tends to hide certain features of a person's appearance. Therefore, DA tech-

niques focus on generating facial images with different variations in hair, for example, 

color, shape and bangs. In [14], a method using DiscoGAN was proposed. This variant 

learns to discover relationships between different domains and develops the ability to 

translate features between them, for example, by transforming hair color. 

Makeup transfer and accessory addition techniques can also be identified due to the 

difficulty for recognition systems to effectively perform their tasks when some features 

of the face look different depending on the makeup or accessories a person wears. Most 

studies based on this type of transformation can be divided into two categories: tradi-

tional image processing [15] and those based on deep learning [16]. Some examples of 

these can be seen in Fig. 3. 

Another component that impacts facial recognition is the use and removal of accesso-

ries, including glasses, earrings, and piercings, among others. Of all these, glasses are 

the most commonly used, as they are used for different reasons, for example, vision 

correction, prevention against sunlight, eye protection, and aesthetics, among others. 

They significantly affect the accuracy of facial recognition, as they usually cover a large 

area of the face. 

In [17], a fusion of virtual lenses onto faces was performed using the Augmented Re-

ality (AR) technique. Whereas in [18] a method of facial attribute manipulation based 
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on image residuals was proposed, defining this as the difference between the input im-

age and the desired output image. 

 
Fig. 3 Component transformation examples [5] 

2.3  Attribute transformation 

 

There are also some transformations dedicated to modifying aspects such as pose. In 

this case, the position of the head in a photograph is considered a significant challenge 

in facial recognition tasks since any variation in it tends to modify visual aspects of the 

face, i.e., it can hide or show different facial details. In addition, it has been considered 

an essential aspect since facial photographs in several legal processes are requested 

from the frontal side. This leads to the research of recreating how a face may look from 

other angles. 

Facial expressions are also considered critical: happy, annoyed, scared, and surprised, 

among others. These techniques help to improve the performance of emotion classifi-

cation and recognition systems. Primarily 2D, 3D modelling and learning-based mod-

elling approaches are used to achieve this goal and usually focus on modifying the ex-

pression of a face using expression templates by concentrating on a series of points, for 

example, the corners of the mouth, the cheeks position, and the location of the eye-

brows. Others focus on simulations to recreate face parts that are hidden by the pose in 

which the photograph was taken [19][4][20][21]. Some examples of this can be found 

in Fig. 4. 
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Fig. 4 Facial expresión synthesis [22][23] 

2.4 Age progression and regression 

Finally, age progression or regression is based on the predicting ability of what a current 

face will look like in past or future while preserving the characteristics of each individ-

ual. It has become a widely explored research topic because it significantly affects var-

ious applications, including tracing missing persons, facial recognition, and cosmetic 

studies, among others. The two main concerns in attempting age regression or progres-

sion are the preservation of identity and the accuracy of predictions [24]. 

These facial images enrich the image sets by adding different features at different time 

stages of the same face, which makes the models more robust to age variations. 

Age modification methods are mainly divided into two: prototype-based and model-

based. The first one creates an average face for different age ranges, learns the shapes 

and textures of these and applies these features to transfer them to a new face. However, 

the individual's characteristics are often lost with these methods [5]. 

Model-based methods build, as the name implies, models of biological changes due to 

age in faces, e.g. musculature, wrinkles, and skin texture, among others. They are called 

generative because they are such a powerful tool for creating new data by learning to 

imitate the probabilistic distribution of a training set. Nowadays, generative models 

have gained importance and attention due to their good performance in data creation. 

Among the most popular are autoregressive models, Variational Autoencoders (VAEs) 

and GANs. The disadvantage of these models is their complexity and computational 

cost [5]. 

GANs, as mentioned above, are an alternative architecture for training generative mod-

els since they handle probabilistic computations very well. Recent work has begun to 
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apply them to the age regression and progression task, and many variants of the model 

have been generated. Some examples of this generative task are shown in Fig. 5. 

 
Fig. 5 Facial age regression and progression examples [5] 

Before GAN, two approaches to age progression and regression in faces were pro-

totype-based and modelling-based. In the latter, critical points in the image, such as 

eyes, nose, and jaw, track, in turn, the temporal changes such as wrinkles, musculature 

and color in these are identified. However, this method requires a large amount of age-

labelled data over a long period for each individual, which is difficult to find and com-

putationally expensive. The prototype-based method creates an average face based on 

a set of images of a particular age group, using it to transfer those features from one age 

range to another. The disadvantage of this is that personal features are often lost. An-

other possibility is to use neural networks to transform faces across ages. This generates 

smoother images but still requires images labelled with the person's age through the 

years [8]. 

On the other hand, the GAN consists of a discriminator and a generator competing 

with each other based on the min-max games. The generator starts by receiving as input 

a noise vector z and creates an image that it gives to the discriminator to receive feed-

back from it. Some variants of this architecture are [8]: 

• DCGAN has demonstrated that GAN can be successfully applied to 

generate indoor scenarios and human faces. 

• StyleGAN made a significant extension to the basic GAN to pro-

gressively generate high resolution images from those with very 

low resolution. 
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• cGAN introduces an identity preservation vector with the optimi-

zation approach when generating faces so there is a better match 

between the original and the created face. 

• Pyramid GAN simulates the effects of age more sharply and pre-

sents a suite of methods for assessing accuracy and fidelity to the 

original image. 

3 Generative Adversarial Networks (GANs) 

GANs are a powerful type of unsupervised learning algorithm based 

on Artificial Intelligence (AI), which aims to learn the estimated proba-

bility distribution in a specific training set. Ian Goodfellow developed it 

in 2014 [10]. It is a competition system between two neural network 

models which try to maximize their performance while minimizing their 

adversary's, developing the ability to analyze, capture and copy the var-

iations presented by a particular set of images [8].  

These networks can generate artificial data and have been one of the 

generative models with the highest result quality, especially when ana-

lyzing their potential to generate high-resolution images [6]. Section 3.1 

defines what a GAN consists. Section 3.2 describes the architecture with 

which GANs were originally proposed. Section 3.3 explains how GANs 

are trained. Section 3.4 mentions the challenges faced by researchers 

when using a GAN. 

3.1 Definition 

It has been demonstrated that most neural networks can be easily 

tricked into misclassifying by adding only a small amount of noise to the 

original data. Surprisingly, after this addition, the model develops a 

higher confidence level in the wrong predictions than in the correct ones. 

This is because most machine learning (ML) algorithms learn from a 

limited amount of data, which is prone to model overfitting [25]. This 

motivated the creation of GANs. They can be described in three parts: 

• Generative: They are considered generative models since they 

describe how new data are generated in terms of probabilistic 

models. 
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• Adversarial: The model is trained by competition among its 

neural networks, i.e., they are considered adversarial to each 

other. 

• Networks: They use neural networks as the primary training 

algorithms. 

They are based on game theory, which considers players to be both 

ML models, typically implemented using neural networks. A network is 

called a generator, which can learn the distribution obtained from an 

original data set to try to replicate it. This is achieved by inserting a noise 

vector z, i.e. random numbers with a Gaussian distribution. The main 

objective of the generator is to learn how to transform unstructured noise 

z into realistic samples [10]. 

The other player is called the discriminator. It examines each example 

x received as input and outputs an estimate of whether it is true or false. 

Each player has a cost, so they try to minimize their own, i.e., the dis-

criminator's cost encourages it to classify the data as real or fake cor-

rectly. In contrast, the cost of the generator encourages it to generate data 

that the discriminator incorrectly classifies as real. 

A typical example when talking about GANs is to imagine that one 

network represents a money counterfeiter and the other a policeman. The 

former generates counterfeit bills while the policeman tries to arrest him 

for benefiting the production of legitimate ones. The competition leads 

to the production of more and more realistic counterfeit bills until, even-

tually, the counterfeiter produces them so realistic that the policeman 

cannot tell the difference between authentic and counterfeit [6]. 

3.2 Arquitectura 

In GAN architecture, the generator will start training simultaneously as the discrim-

inator. The same will need a few epochs before starting the adversarial training since it 

must be able to classify the images correctly. 

Its architecture consists of two deep neural networks, one generative and the other 

discriminative, which compete with each other. The generator produces new data in-

stances, while the discriminator tries to distinguish accurately between the real data, 

i.e., those coming from the original set or fake data produced by the generator. 

This competition will continue until the generator can create realistic artificial data, 

which can then be used as input to other neural networks [10]. Fig. 6 shows a GAN 

schematic with its basic components. 
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Fig. 6 GAN architecture 

Furthermore, since its development, many different architectures have been pro-

posed to deal with a wide variety of domains. It could even be said that weekly, several 

scientific papers are published [26]. In [27] an extensive literature review is done on 

multiple architectures developed for GANs. 

3.3 Training 

The training phase requires the two networks and a set of data from which the arti-

ficial data will be generated. First of all, it is worth mentioning that the training of the 

generator is much more complex than the discriminator, which can be seen more as a 

binary classifier. 

Discriminator receives inputs, where some are real and need to be labelled as such, 

while others are from the generator and must be labelled as false. Its responses are then 

1 if the input data is real or 0 if it is false. 

On the other hand, the generator must be trained with the only condition that the data 

created mislead the discriminator, i.e., it must minimize its loss and maximize that of 

the opponent. To achieve this, the generator's output must be the input of the discrimi-

nator so that the output of the whole model gives as output the probability that the data 

are real, according to the discriminator. In this way, the generator obtains feedback 

from the discriminator, which it uses to create progressively more similar data in the 

training set [10]. 

 

3.4 Challenges 

The GANs are still facing research challenges regarding their training. 

Among them, the following can be pointed out [28]: 

• Non-convergence: this is when the generator and the discrimi-

nator fail to reach the desired equilibrium (50%). Their respec-

tive loss functions begin to fluctuate without being able to reach 

stability. 
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• Modal collapse: occurs when the generator produces similar 

data, even though the inputs vary in characteristics. It finds a 

small set of samples that successfully deceive the discrimina-

tor and are thus incapable of producing others. In these 

cases, the gradient of the loss function is stuck at a value 

close to 0. 

• Non-informative loss: the general intuition is that the lower 

the loss of the generator, the higher the quality of the data it 

produces. However, its loss must be compared with the dis-

criminator’s, which is constantly improving. Therefore, the 

issue of model evaluation is more complex. The generator 

may produce better-quality samples even as the loss func-

tion increases. 

Due to these challenges, techniques have been developed with the aim 

of reducing them as much as possible. However, they are still the subject 

of research at the moment [10]. 

4 Related work 

The following works have focused on implementing some GAN vari-

ants with different objectives. 

In [9], it is mentioned that the main objective is to generate a new face 

by editing facial attributes in the images, preserving its identity. Subse-

quently, it proceeds to perform a literature review, finding that GAN ar-

chitecture with an encoder is usually incorporated for such tasks with 

promising results. Thus, it is proposed to apply an attribute classification 

constraint to the generated images, in addition to the previous architec-

ture, forming together what is called AttGAN. With this, experiments 

were performed on the public set of images "Celeba" to manipulate at-

tributes such as hair color, beard, and age, achieving realism and preser-

vation of facial details. 

In [8], a CNN was developed to generate age progression in faces. In 

order to do this, the authors conducted a thorough literature review. They 

analyzed several sets of images to select the one with the greatest variety 

and fit the domain for which they wanted to develop the model. Then, 

they configured parameters and loss functions for network stabilization 
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and the creation of realistic photographs. The evaluation metrics were 

qualitative and quantitative, resulting in images with appropriate charac-

teristics for age progression. 

The makeup transfer is the object of study to transfer a specific style 

to a clean face, preserving the identity of the same. This type of problem 

at the instance level is considered a great challenge since the styles vary 

greatly, for example, eye shadows, lipsticks, and foundations, among 

many others. In [16], BeautyGAN is proposed so that the networks can 

perform the transfer at the instance level through unsupervised adversar-

ial learning. At the end of the study, a new set of high-resolution makeup 

images was constructed. 

GANs even have an impact in the medical area, as can be seen in [29]. 

A study on coronavirus (COVID-19), a viral disease caused by the 

SARS-CoV-2 respiratory syndrome, begins, encouraged by its global ef-

fect on health and economics. Chest X-rays from infected patients were 

a crucial step in controlling this virus. Thus began the introduction of 

various deep learning systems and studies that demonstrated the effi-

ciency of using chest X-rays for patient detection. In this context, since 

CNNs require a significant amount of training data to perform adequately 

and the virus was too recent to have enough chest X-rays to generate 

systems that learn to detect it, the authors present a method to generate 

images from chest X-rays in short times. This was achieved by introduc-

ing a model named CovidGAN, proving that the artificial images pro-

duced by it helped improve the performance of the trained CNNs for 

COVID-19 detection, increasing their accuracy to 95%. 

5 Face image generation with GANs 

The architecture of a GAN for face image generation, trained from the 

public image set "Celeba" [30], is shown below. This consists of more 

than 200,000 celebrity facial images. It was selected because it has sev-

eral suitable variations for training face detection models, such as hair 

color, smile, and glasses. Besides the mentioned above, it also varies in 

poses, backgrounds and people diversity, with many images and annota-

tions for efficient use in computer vision. 
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For the GAN implementation, a virtual machine generated and config-

ured by the Laboratorio Nacional de Tecnologías de Información 

(LaNTI)1. 
 at the Universidad Autónoma de Ciudad Juárez (UACJ) was used. 

The system specifications are: Ubuntu 20.04, dual-core, 100 GB storage 

and 8 GB RAM. 

Since a large computational capacity is required for the GAN training, 

a series of tests had to be performed by modifying its parameters until a 

training that met the requirements in time and form was achieved. 

A total of 10,000 images were used for model training, 5,000 epochs 

and a batch of size 3. A variable was used to print the percentage of losses 

every 50 epochs to visualise training performance. 
NUMERO_ITERACIONES_A_GUARDAR = 50 
NUMERO_IMAGENES = 10000 
NUMERO_ITERACIONES = 5000 
BATCH = 3 
 

First, the directory that would contain the generated images was se-

lected. Then each element was resized to standardize, using the "crop" 

method to cut each side of the image. At the end, a size of 128 x 128 

pixels was defined. In addition, 3 color channels, i.e. RGB, were used. 
ORIG_WIDTH = 178 
ORIG_HEIGHT = 208 
diff = (ORIG_HEIGHT – ORIG_WIDTH) // 2 
 
WIDTH = 128 
HEIGHT = 128 
 
crop_rect = (0, diff, ORIG_WIDTH, ORIG_HEIGHT – diff) 
 
images = [] 
for pic_file in tqdm(os.listdir(PIC_DIR)[:IMAGES_COUNT]): 
    pic = Image.open(PIC_DIR + pic_file).crop(crop_rect) 
    pic.thumbnail((WIDTH, HEIGHT), Image.ANTIALIAS) 
    images.append(np.uint8(pic)) 
 
images = np.array(images) / 255 
print(images.shape)  
 

 
1 Laboratorio Nacional de Tecnologías de Información: http://www.lanti.org.mx/lanti/ 
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In a display, it was possible to check that the faces were not affected 

by the resizing, i.e. the faces were not cropped of any important attributes 

of the faces, as this would affect the generated images. 
 plt.figure(1, figsize=(10, 10)) 
for i in range(25): 
    plt.subplot(5, 5, i+1) 
    plt.imshow(images[i]) 
    plt.axis('off') 
plt.show() 

 
 

The generator and discriminator were created with very similar struc-

tures. The former is composed of 8 layers and uses a hyperbolic tangent 

activation function, which will help to produce sharper images. 
def create_generator(): 
    gen_input = Input(shape=(LATENT_DIM, )) 
 
    x = Dense(128 * 16 * 16)(gen_input) 
    x = LeakyReLU()(x) 
    x = Reshape((16, 16, 128))(x) 
 
    x = Conv2D(256, 5, padding='same')(x) 
    x = LeakyReLU()(x) 
 
    x = Conv2DTranspose(256, 4, strides=2, pad-

ding='same')(x) 
    x = LeakyReLU()(x) 
 
    x = Conv2DTranspose(256, 4, strides=2, pad-

ding='same')(x) 
    x = LeakyReLU()(x) 
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    x = Conv2DTranspose(256, 4, strides=2, pad-

ding='same')(x) 
    x = LeakyReLU()(x) 
 
    x = Conv2D(512, 5, padding='same')(x) 
    x = LeakyReLU()(x) 
    x = Conv2D(512, 5, padding='same')(x) 
    x = LeakyReLU()(x) 
    x = Conv2D(CHANNELS, 7, activation='tanh', pad-

ding='same')(x) 
 
    generator = Model(gen_input, x) 
    return generator 
 
 The discriminator was also built with 8 layers, but in this case, the 

activation function was sigmoid, which helps to give as output the typi-

cal classification ranges from 0 to 1. A Binary Cross Entropy loss func-

tion is also applied, generally used in binary classification problems to 

measure the difference between the calculated probabilities of two pos-

sible classes. 
def create_discriminator(): 
    disc_input = Input(shape=(HEIGHT, WIDTH, CHANNELS)) 
 
    x = Conv2D(256, 3)(disc_input) 
    x = LeakyReLU()(x) 
 
    x = Conv2D(256, 4, strides=2)(x) 
    x = LeakyReLU()(x) 
 
    x = Conv2D(256, 4, strides=2)(x) 
    x = LeakyReLU()(x) 
 
    x = Conv2D(256, 4, strides=2)(x) 
    x = LeakyReLU()(x) 
 
    x = Conv2D(256, 4, strides=2)(x) 
    x = LeakyReLU()(x) 
 
    x = Flatten()(x) 
    x = Dropout(0.4)(x) 
 
    x = Dense(1, activation='sigmoid')(x) 
    discriminator = Model(disc_input, x) 
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    optimizer = RMSprop( 
        lr=.0001, 
        clipvalue=1.0, 
        decay=1e-8 
    ) 
 
    discriminator.compile( 
        optimizer=optimizer, 
        loss='binary_crossentropy' 
    ) 
 
    return discriminator 
 
Both models form the GAN to proceed with the training. 
generator = create_generator() 
discriminator = create_discriminator() 
discriminator.trainable = False 
 

Finally, training is performed. With these parameters the following 

images were obtained. 

 
 

During training, the GAN had the following behaviour with respect to 

its loss functions. 
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Since the GAN model comprises two neural network models, under-

standing its behaviour is highly complex. It is irregular, with highs and 

lows at seemingly random points. 

6 Conclusions 

The literature review, which describes the most widely used methods over time for 

artificial image generation, shows that GANs are the most effective model in this task 

to date, being successfully implemented in a variety of domains. Despite their difficul-

ties, they show promising results due to their recent development. The more they are 

investigated, the more possibilities open up in the world of AI. One of the main obsta-

cles, which was observed not only in research but also in experiments such as the one 

presented above, is the high computational power they require. They have high com-

plexity, as mentioned in other works. The higher the computational power, the better 

the quality and realism of the images generated. 

Besides the above, there is still a large open field of research on the functioning of 

GANs. It is not yet clear why they behave as they do during training. For example, it is 

unknown why the values are sometimes triggered when measuring their losses. Despite 

the above, it is only known that the images generated improve as training progresses. 

The metrics of evaluating an artificial image can be seen as a major limitation. It is 

a high level of complexity to assess whether an image looks realistic to the human eye. 

In fact, many papers resort to many attempts to measure this. Some use quantitative 

metrics, while others focus more on the human side with qualitative measures. 
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As future work, it is intended to study GAN architectures that focus on modifying 

facial attributes, specifically age. This is to analyze the variations in terms of functions, 

parameters and other features that are added to the architecture to be applied in other 

areas. As future work, it is intended to study GAN architectures that focus on modifying 

facial attributes, specifically age. This is to analyze the variations in terms of functions, 

parameters and other features that are added to the architecture to be applied in other 

areas. 

7 Code repository 

A repository which contains the code implemented for the generation of artificial 

faces is presented below, where is available a Jupyter Notebook shows the results of 

each compiled code block. 

 

https://github.com/BlancaECS/Face_generation/blob/4acee363c5cdade33b51d7af0

13c8defab92dd2b/FirstFace_GAN.ipynb 
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Responses to reviews 

Reviewer 1 

Give significant contribution or novelty 

This content was added to the end of “introduction” section. 

(lines 88-93) 

 

Compare proposed methodology which is not properly presented in 

the manuscript 

The manuscript was modified by integrating the “methodol-

ogy” section, where it is described the research for papers 

presented in the chapter using a Prisma-based methodology. 

(lines 451-476) 

Major contributions of the work must be highlighted in a separate 

paragraph of the introduction section. 

This was attended to by adding this paragraph in the “intro-

duction” section. (lines 88-93) 

Give future work in this domain in conclusion section. 

The "conclusion" section was modified by adding the future 

work to be done after this investigation of the GANs. (lines 

611-616) 

 

Give Face image generation:recent years comparative analysis with 

some chart. 

(iii) Revision notes



2  

The section "Face image generation evolution with GANs" 

was added to visualize the fast progress GANs have made in 

face image generation with a table. (lines 349-355) 

 

 

 

Reviewer 2 

At introduction chapter, at the end, it needs to restructure the expla-

nation of paper's organization. For instance, it says "this chapter 

talks about..." and then describes how the paper is structured. It 

doesn't show coherence. 

The paragraph indicates that the chapter is divided into sec-

tions. (lines 94-101) 

 

Also, the abstract need rewrite. It describes a GAN architecture will 

be implemented, while at introduction just says a GAN architecture 

will be presented. Implementation is not part of a review, but a novel 

approach. Please correct this. 
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The paragraph was corrected to make it clear that the GAN 

architecture would be implemented. (lines 99-100) 

 

3.2 title is written in Spanish 

The title was corrected to “3.2 Architecture” (line 297) 

 

Chapter 4 is very thin. It is hard to believe there are only four re-

lated works in this field. It is necessary to expand this section or re-

arange the paper. (As an example, a quick search in google scholar 

finds 39000 papers since 2019) 

The research was further expanded and some works in differ-

ent areas was added to the "related work" section. (lines 394-

450) 

The proposed architecture is missing, but the code implements it. It 

is recommended to include the model and its description of the pro-

posed GAN architecture. 

The GAN model architecture was included with its respec-

tive description of the elements. (lines 487-506) 
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The title doesn't make sense. There are two styles in the paper. First, 

it focus on a review. That is done in acceptable way. However, there 

is experimentation to implement an architecture and show results. 

Therefore, The title of this paper needs to be adjusted to reflect the 

content of the paper. 

The title was modified to reflect the chapter’s content, and 

the intention of experimentation was stated in the contribu-

tions. (lines 99-100) 

 

Reviewer 3 

Abstract 

What do you mean saying “after this” in this sentence? “After this, 
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the technique that has presented outstanding results in the face gen-

eration task are GANs.” Do you mean that among the different tech-

niques that have been reviewed, GANs are the best evaluated? If so, 

it’s necessary to improve the sentence. 

The sentence was restructured to better explain the intended 

idea. (lines 10-12) 

 

Introduction 

Biometric identification can be done with a variety of elements, not 

just facial recognition. The following sentence can be misinterpreted 

if it is stated that intelligent facial recognition systems are also 

known as biometric identification. “The search is on for such sys-

tems to possess this same intelligence, also known as biometric iden-

tification.” 

The phrase was modified so as not to be misinterpreted. 

(lines 23-25) 

 

 

Although the term “DA” is defined in the abstract, it is recom-

mended that it be defined the first time it is used in the body of the 

text as well. The same for “GANs”. 

The acronyms have already been defined in the first mention 

in the document's body. (Lines 44 and 57) 

The words “Also in addition” are redundant. 

The sentence was corrected. (Lines 48-49) 
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“AD techniques have faced several limitations of their own…” 

should be DA techniques… 

The sentence was corrected. (Lines 48-49) 

 

Section 2.2 

Figure 3 presents examples of transformation of components, how-

ever it is not clear what type of transformation each image or set of 

images in the figure corresponds to. Consider expanding the image 

description. 

The figures were modified by adding their respective de-

scriptions to each set of images. (Lines 176-177) 

 

Section 3.2. 

The tittle should be “Architecture” instead of “Arquitectura” 

The title was corrected to “3.2 Architecture” (line 297) 
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Section 5. 

The figures presented in this section should have a figure caption. In 

addition, it is recommended that the programming code shown be 

part of a figure or give it a more suitable format in order to make it 

more presentable. 

Caption was added to the figures mentioned. Also, the code 

was rewritten to pseudocode using the style format provided 

in the template. (Figures caption lines 540-541, 581, 586) 

(Code line 531) 

 

The choice of parameters should be justified in more detail, rather 

than simply saying that they were chosen due to computational ca-

pabilities or to meet time and form criteria, or otherwise justify what 

"time and form" refers to. 

The parameter selection justification was rewritten, showing 

earlier tests to demonstrate why the article submission time 

was vital in parameter selection. (Lines 498-506, 519) 
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General comments 

 

The document has some form errors, for example, different font sizes 

are used. 

The provided template is now being used to follow the ap-

propriate formats. 

Some figures do not contain a figure caption, while others are not 

described in detail. 

Caption was added to the corresponding figures. 

 



Data augmentation techniques for facial image 1 

generation: a brief literature review 2 

Abstract Image processing has gained notoriety over the last few years in perform-3 

ing various tasks through deep learning (DL) algorithms, such as face recognition 4 

and identity verification. Unfortunately, most of them require a large set of images 5 

for training, usually manually labelled, which is a costly task both in time and effort, 6 

not to mention being prone to human error. Data Augmentation (DA) techniques 7 

have been used to mitigate this situation, as they generate images by applying vari-8 

ations to real image sets. This chapter presents a brief literature review on various 9 

DA methods dedicated to image generation. The technique that has presented out-10 

standing results in the task of generating artificial images is Generative Adversarial 11 

Networks (GANs). Some recent research papers in which GANs have been used for 12 

the generation of artificial images are presented. General aspects of GANs, such as 13 

their definition, architecture, training, and challenges, are described. Additionally, 14 

the implementation of a GAN architecture for the generation of artificial face im-15 

ages from a public set of images is presented. The need for a great computational 16 

capacity to generate images with great sharpness and realism is highlighted. 17 

Keywords Face image generation, Data augmentation, Generative Adversarial Net-18 

works. 19 

1. Introduction 20 

Facial recognition systems have been discussed for several decades. The scien-21 

tific community has shown great interest in this subject given the human ability to 22 

recognize others through the face, being a unique part of the body. One of the 23 

goals is that these systems possess this same intelligence as part of the biometric 24 

identification measures. 25 

Facial recognition has been developed in the field known as computer vision [1]. 26 

This area supports a variety of critical applications, e.g., identity verification. This 27 

task is done using what is known as a face analyzer, which is software that con-28 

firms the identity of people based on their faces [2]. It is achieved through the 29 

identification and measurement of facial features in images. It can also be used to 30 

associate human faces in the latest or even in videos to check how similar they are 31 

to one or several specific individuals. In addition, it can determine the level of 32 

(iv) Revised manuscript
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similarity between two photographs to find out if they belong to the same person 33 

or search for them among a large set of images in a collection. For example, bio-34 

metric security systems use facial recognition to uniquely identify individuals as 35 

users at login to strengthen user authentication. In addition, mobile devices often 36 

use this type of technology to protect the data they contain [3]. Unfortunately, 37 

large amounts of facial images are required for these processes to function 38 

properly, so much of the research has focused on artificial image generation. It 39 

aims to increase the image sets used to train different architectures because of 40 

their significant impact on the results [4]. 41 

Collecting and labelling data samples with good quality is costly, both in time 42 

and effort, and is prone to human error. For this purpose, various techniques 43 

known as Data Augmentation (DA) have been implemented, and their perfor-44 

mance is suitable in different domains. 45 

DA techniques allow the size of existing image sets to be increased considerably 46 

through simulations [4], which helps significantly with the image requirements for 47 

learning systems. Also, DA techniques have faced several limitations of their own 48 

[5], for example: 49 

• The images generated lack realistic variations such as makeup, skin color, and 50 

background change, which means that they would have a different distribu-51 

tion than the real ones. 52 

• Creating high-quality facial images is very difficult due to the complexity of 53 

facial details. 54 

After many years of research and application of different modelling methods, in 55 

2014, a technique was proposed that allows the generation of realistic images us-56 

ing two artificial neural networks, Generative Adversarial Network (GAN). Alt-57 

hough these are not the first method used for artificial data generation, their results 58 

and versatility distinguished them from the rest since they have achieved outstand-59 

ing results that were still considered impossible for artificial systems [6]. 60 

GANs are a machine learning (ML) technique that integrates two simultaneously 61 

trained models, the generator and the discriminator. The generator is trained to 62 

create the artificial images and the discriminator is to discern between the fake im-63 

ages created by the generator and the real ones from the original training set. Its 64 

performance has far exceeded expectations in the field of artificial image genera-65 

tion, according to a variety of authors [7][8][9][5]. 66 

Like ML algorithms, the data generated by a GAN completely depends on the 67 

training set provided to perform the learning. For example, if a GAN is required to 68 

learn how to create images of handwritten numbers, it is necessary to use a train-69 

ing set containing several images of handwritten numbers [10]. 70 

GANs are derived from a gaming perspective. Hence the word adversarial de-71 

notes a competitive dynamic between the two models that compose them. The 72 

generator aims to generate real images indistinguishable from the training set. On 73 

the other hand, the discriminator aims to distinguish these generated images from 74 

the real ones. Therefore, the better the generator generates realistic images, the 75 

better the discriminator must be to distinguish the real ones from the false ones 76 

[6]. 77 
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The fast growth and progress of GANs have been due to research and develop-78 

ment, generating new architectures to stabilize the outputs and generate images of 79 

higher quality and realism. In this way, the aim is to create impossible images for 80 

the human eye to differentiate. 81 

This chapter presents a brief literature review on data augmentation methods for 82 

artificial image generation, focusing mainly on GANs, which have been used 83 

throughout recent years to create artificial facial images. Additionally, the general 84 

architecture of a GAN and related concepts are described. Lastly, the implementa-85 

tion of a GAN architecture for generating artificial face images, trained with a 86 

small part of the public image set “CelebA”, is described.  87 

The main contributions of this work are: a) the compilation of recent state-of-88 

the-art works that demonstrate the different areas in which GANs have been used 89 

to improve the training of various systems or algorithms, such as ML, b) the de-90 

scription of some architectures and parameter variations that can be modified ac-91 

cording to the objectives pursued and, c) an example of a GAN architecture used 92 

to generate artificial faces. 93 

The chapter is structured as follows. Section 2 presents the background to the 94 

generation of artificial facial images. Section 3 describes the general architecture 95 

of a GAN, the training process and its challenges, among other information of in-96 

terest. Section 4 presents a brief literature review on data augmentation methods 97 

for generating artificial images, focusing mainly on GANs. Section 5 describes the 98 

methodology used to conduct the literature review. Section 6 shows the implemen-99 

tation of a GAN architecture to generate artificial facial images. Lastly, Section 7 100 

presents the conclusions and future work. 101 

2. Generation of artificial facial images 102 

Generating new images from others is a widely researched task in computer vi-103 

sion. In recent years, the development of Artificial Intelligence (AI) techniques 104 

has motivated the idea of producing images of high quality and realism. It has ena-105 

bled the creation of realistic human faces that are difficult to distinguish between 106 

fake and real, even for the human eye. This task has been evolving exponentially 107 

since implementing GANs [11]. However, before GANs, other computational 108 

methods were used to generate variations in facial images to train systems such as 109 

facial recognition systems.  110 

Four main categories can be broadly discussed in the DA task for generating ar-111 

tificial images: generic, component, attribute, and age transformations. Each one is 112 

described in the following sections. 113 
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2.1 Generic transformations 114 

These transformations focus on modifying the entire image, ignoring high-level 115 

components such as composition, light, volume, symmetry, shape and texture. 116 

They are usually divided into two main groups: geometric and photometric trans-117 

formations. 118 

Geometric transformations are commonly applied in multiple computer vision 119 

tasks [5], such as face recognition, healthcare and manufacturing applications. In 120 

general terms, geometric transformations alter the pixels of an image by placing 121 

them in new positions. Some examples of these can be: 122 

• Reflection: consists of flipping the image around its vertical or horizontal 123 

axis. 124 

• Rotation: rotates the image 𝜃 degrees around its center, bringing each pixel 125 

(𝑥, 𝑦) to its position (𝑥′, 𝑦′). 126 

• Cropping: consists of cutting the images to a specific size. 127 

For example, in the case of convolutional neural networks (CNNs), this type of 128 

transformations help to minimize their sensitivity to changes in position and orien-129 

tation [12]. Some examples can be seen in Fig 1. 130 

 131 
Fig 1. Geometric transformation examples [5] 132 

 133 

On the other hand, photometric transformations, shown in Fig 2, generally work 134 

by altering the RGB (red, green, and blue) channels, shifting each pixel value (r, g, 135 

b) to new values (r', g', b') of an image according to predefined rules. These trans-136 

formations adjust the illumination and color, leaving the geometry unaffected [12]. 137 

For example, it can be mentioned color manipulations, such as inverting them or 138 

adding some filters, such as blurring or grayscale [5]. 139 
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 140 
Fig 2. Photometric transformation examples [5] 141 

 142 

These transformations are mainly used in computer vision tasks to enrich the 143 

training sets and prevent a common problem in this field, overfitting. In [13] is a  144 

paper dedicated to evaluating the performance of CNNs, trained with images en-145 

riched using geometric and photometric transformations. In [14] different transfor-146 

mations were employed to increase the image set and prevent overfitting. 147 

2.2 Component transformation 148 

There are transformations dedicated to enriching the sets of facial images by 149 

modifying the components of the person. These images are used to train the algo-150 

rithm so that it is able to recognize the person, even if their appearance is altered. 151 

The hairstyle can be considered one of the components to be generated since, 152 

although it is not considered a facial component, hairstyle affects face detection 153 

and recognition because it tends to hide certain features of a person's appearance. 154 

Therefore, DA techniques focus on generating facial images with different varia-155 

tions in hair, for example, color, shape, and bangs. In [15], a method using Dis-156 

coGAN was proposed. This variant learns to discover relationships between dif-157 

ferent domains and develops the ability to translate features between them, for 158 

example, by transforming hair color. 159 

Makeup transfer and accessory addition techniques can also be identified due to 160 

the difficulty for recognition systems to effectively perform their tasks when some 161 

features of the face look different depending on the makeup or accessories a per-162 

son wears. Most studies based on this type of transformation can be divided into 163 

two categories: traditional image processing [16] and those based on DL [17]. 164 

Some examples of these can be seen in Fig 3. 165 

Another component that impacts facial recognition is the use and removal of ac-166 

cessories, including glasses, earrings, and piercings, among others. Of all these, 167 
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glasses are the most commonly used, as they are used for different reasons, for ex-168 

ample, vision correction, prevention against sunlight, eye protection, and aesthet-169 

ics, among others. They significantly affect the accuracy of facial recognition, as 170 

they usually cover a large area of the face. 171 

In [18], a fusion of virtual lenses onto faces was performed using the Augmented 172 

Reality (AR) technique. In [19], a method of facial attribute manipulation based 173 

on image residuals was proposed, defining this as the difference between the input 174 

image and the desired output image. 175 

 176 
Fig 3. Component transformation examples [5] 177 

2.3 Attribute transformation 178 

There are also some transformations dedicated to modifying aspects such as 179 

pose. In this case, the position of the head in a photograph is considered a signifi-180 

cant challenge in facial recognition tasks since any variation in it tends to modify 181 

visual aspects of the face, i.e., it can hide or show different facial details. In addi-182 

tion, it has been considered an essential aspect since facial photographs in several 183 

legal processes are requested from the frontal side. This leads to the research of 184 

recreating how a face may look from other angles. 185 

Facial expressions are also considered critical: happy, annoyed, scared, and sur-186 

prised, among others. These techniques help to improve the performance of emo-187 

tion classification and recognition systems. Primarily 2D, 3D and learning-based 188 

modelling approaches are used to achieve this goal and usually focus on 189 
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modifying the expression of a face using expression templates by concentrating on 190 

a series of points, for example, the corners of the mouth, the cheeks position, and 191 

the location of the eyebrows. Others focus on simulations to recreate face parts 192 

that are hidden by the pose in which the photograph was taken [20][4][21][22]. 193 

Some examples of this can be found in Fig 4. 194 

 195 
Fig 4. Facial expression synthesis [23][24] 196 

2.4 Age progression and regression 197 

Finally, age regression or progression seeks to predict a current face's appear-198 

ance in the past or future, respectively, while preserving its facial features. It has 199 

become a widely explored research topic because it significantly affects various 200 

applications, including missing person tracking, facial recognition, and aesthetic 201 

studies, among others. The two main concerns in attempting age regression or pro-202 

gression are identity preservation and prediction accuracy [25]. 203 

These facial images enrich the image sets by adding different features at differ-204 

ent time stages of the same face, which makes the models more robust to age vari-205 

ations. 206 

Age modification methods are mainly divided in two: prototype-based and 207 

model-based. The first one creates an average face for different age ranges, learns 208 

the shapes and textures of these and applies these features to transfer them to a 209 

new face. However, the individual's characteristics are often lost with these meth-210 

ods [5]. 211 

Model-based methods build, as the name implies, models of biological changes 212 

due to age in faces, e.g., musculature, wrinkles, and skin texture, among others. 213 

They are called generative because they are such a powerful tool for creating new 214 

data by learning to imitate the probabilistic distribution of a training set. Nowa-215 

days, generative models have gained importance and attention due to their good 216 
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performance in data creation. Among the most popular are autoregressive models, 217 

Variational Autoencoders (VAEs) and GANs. The disadvantage of these models is 218 

their complexity and computational cost [5]. 219 

GANs, as mentioned above, are an alternative architecture for training genera-220 

tive models since they handle probabilistic computations very well. Recent work 221 

has begun to apply them to the age regression and progression task, and many var-222 

iants of the model have been generated. Some examples of this generative task are 223 

shown in Fig 5. 224 

 225 
Fig 5. Facial age regression and progression examples [5] 226 

 227 

Before GAN, two approaches to age progression and regression in faces were 228 

prototype-based and modelling-based. In the latter, critical points in the image, 229 

such as eyes, nose, and jaw, track, in turn, the temporal changes such as wrinkles, 230 

musculature and color in these are identified. However, this method requires a 231 

large amount of age-labelled data over a long period for each individual, which is 232 

difficult to find and computationally expensive. The prototype-based method cre-233 

ates an average face based on a set of images of a particular age group, using it to 234 

transfer those features from one age range to another. The disadvantage of this is 235 

that personal features are often lost. Another possibility is to use neural networks 236 

to transform faces across ages. It generates smoother images but still requires im-237 

ages labelled with the person's age through the years [8]. 238 

On the other hand, the GAN consists of a discriminator and a generator compet-239 

ing with each other based on the min-max games. The generator starts by receiving 240 

as input a noise vector 𝑧 and creates an image that it gives to the discriminator to 241 

receive feedback from it. Some variants of this architecture are [8]: 242 

• DCGAN (Deep Convolutional GAN) has demonstrated that GAN can be suc-243 

cessfully applied to generate indoor scenarios and human faces. 244 

• StyleGAN significantly extended the basic GAN to progressively generate 245 

high-resolution images from those with very low resolutions. 246 
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• cGAN (Conditional Generative Adversarial Networks) introduces an identity 247 

preservation vector with the optimization approach when generating faces, so 248 

there is a better match between the original and the created face. 249 

• Pyramid GAN simulates the effects of age more sharply and presents a suite 250 

of methods for assessing accuracy and fidelity to the original image. 251 

3. Generative Adversarial Networks (GANs) 252 

GANs are powerful AI-based unsupervised learning algorithms that aim to learn 253 

the estimated probability distribution in a specific training set. GANs were pro-254 

posed by Ian Goodfellow in 2014 [10]. They are based on a competition system 255 

between two neural network models that try to maximize their performance while 256 

minimizing that of their adversary, developing the ability to analyze, capture and 257 

copy the variations presented by a particular set of images [8]. 258 

These networks can generate artificial data, being one of the generative models 259 

with the highest quality of results, especially when its potential to generate high-260 

resolution images is analyzed [6]. Section 3.1 gives a definition of what a GAN is. 261 

Section 3.2 describes the general architecture with which GANs were originally 262 

proposed. Section 3.3 describes the GAN training process. Section 3.4 mentions 263 

the challenges researchers face when training a GAN. Finally, Section 3.5 presents 264 

the face image generation evolution with GANs. 265 

3.1 Definition 266 

It has been demonstrated that most neural networks can be easily tricked into 267 

misclassifying by adding only a small amount of noise to the original data. Sur-268 

prisingly, after this addition, the model develops a higher confidence level in the 269 

wrong predictions than in the correct ones. It is because most ML algorithms learn 270 

from a limited amount of data, which is prone to model overfitting [32]. It moti-271 

vated the creation of GANs. They can be described in three parts: 272 

• Generative: They are considered generative models since they describe how 273 

new data are generated in terms of probabilistic models. 274 

• Adversarial: The model is trained by competition among its neural networks, 275 

i.e., they are considered adversarial to each other. 276 

• Networks: They use neural networks as the primary training algorithms. 277 

They are based on game theory, which considers players to be both ML models, 278 

typically implemented using neural networks. A network is called a generator, 279 

which can learn the distribution obtained from an original data set to try to repli-280 

cate it. It is achieved by inserting a noise vector z, i.e., random numbers with a 281 
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Gaussian distribution. The main objective of the generator is to learn how to trans-282 

form unstructured noise z into realistic samples [10]. 283 

The other player is called the discriminator. It examines each example 𝑥 re-284 

ceived as input and outputs an estimate of whether it is true or false. 285 

Each player has a cost, so they try to minimize their own, i.e., the discriminator's 286 

cost encourages it to correctly classify the data as real or fake. In contrast, the cost 287 

of the generator encourages it to generate data that the discriminator incorrectly 288 

classifies as real. 289 

A typical example when talking about GANs is to imagine that one network rep-290 

resents a money counterfeiter and the other a policeman. The former generates 291 

counterfeit bills while the policeman tries to arrest him for benefiting the produc-292 

tion of legitimate ones. The competition leads to the production of more and more 293 

realistic counterfeit bills until, eventually, the counterfeiter produces them so real-294 

istic that the policeman cannot tell the difference between authentic and counter-295 

feit [6]. 296 

3.2 Architecture 297 

In the GAN architecture, the generator will start training simultaneously as the 298 

discriminator does. The latter will need a few epochs before starting the adversar-299 

ial training since it must be able to classify the images correctly. 300 

The architecture consists of two competing deep neural networks: the generator 301 

and the discriminator. The generator produces new data instances, while the dis-302 

criminator tries to distinguish accurately between the real data, i.e., those coming 303 

from the original set, or fake data produced by the generator. 304 

This competition will continue until the generator can create realistic artificial 305 

data, which can then be used as input to other neural networks [10]. Fig 6 shows a 306 

GAN schematic with its basic components. 307 
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 308 
Fig 6. The two GAN subnetworks with their inputs, outputs and interactions [6]. 309 

 310 

Since its development, many different architectures have been proposed to deal 311 

with a wide variety of domains. It could even be said that several scientific papers 312 

are published weekly [33]. In [34] an extensive literature review is done on multi-313 

ple architectures developed for GANs. 314 

3.3 Training process 315 

The training phase requires the two networks and a set of data from which the 316 

artificial data will be generated. First of all, it is worth mentioning that the training 317 

of the generator is much more complex than the discriminator, which can be seen 318 

more as a binary classifier. 319 

The discriminator receives real inputs that must be labelled as such and inputs 320 

from the generator which must be labelled false, 1 if the input data is real and 0 if 321 

it is false. On the other hand, the generator must be trained with the only condition 322 

that the data created mislead the discriminator, i.e., it must minimize its loss and 323 

maximize that of the opponent. To achieve this, the generator's output must be the 324 

input of the discriminator so that the output of the whole model gives as output the 325 

probability that the data are real, according to the discriminator. In this way, the 326 

generator obtains feedback from the discriminator, which it uses to create progres-327 

sively more similar data in the training set [10]. 328 
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3.4 Challenges 329 

The GANs are still facing research challenges regarding their training. Among 330 

them, the following can be pointed out [35]: 331 

• Non-convergence: this is when the generator and the discriminator fail to 332 

reach the desired equilibrium (50%). Their respective loss functions begin to 333 

fluctuate without being able to reach stability. 334 

• Modal collapse: occurs when the generator produces similar data, even 335 

though the inputs vary in characteristics. It finds a small set of samples that 336 

successfully deceive the discriminator and are thus incapable of producing 337 

others. In these cases, the gradient of the loss function is stuck at a value close 338 

to 0. 339 

• Non-informative loss: the general intuition is that the lower the loss of the 340 

generator, the higher the quality of the data it produces. However, the loss 341 

                                       ’ ,       constantly improves. 342 

Therefore, the issue of model evaluation is more complex. The generator may 343 

produce better-quality samples even as the loss function increases. 344 

Due to these challenges, techniques have been developed with the aim of mini-345 

mizing them as much as possible. However, they are still the subject of research at 346 

the moment [10]. 347 

 348 

3.5 Face image generation evolution with GANs 349 

Progress in facial image generation has gone hand in hand with GANs, so it is 350 

now possible to control the resolution or quality of artificial images [26]. Table 1 351 

shows the main advances of the GANs. 352 

 353 

Table 1. GAN evolution in artificial facial images generation. 354 

Year Image Model description 

2014 

 

Proposed GAN architecture composed of two 

models: generative G and discriminative D, 

represented by a multilayer perceptron [26]. 
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2015 

 

Proposed DCGAN architecture for unsuper-

vised learning composed of two models: G and 

D, represented by CNNs [27]. 

2016 

 

Coupled Generative Adversarial Network 

(CoGAN) architecture proposed, which con-

sists of two models for G and two for D [28]. 

2017 

 

Proposed new training for GANs by progres-

sively increasing both G and D, starting with 

low resolution and adding new layers. It is ar-

gued that it improves the training speed and 

stabilizes it [29]. 

2018 

 

Proposed alternative architecture for G in 

GANs, called StyleGAN This leads to auto-

matically learned and unsupervised high-level 

attribute separation  [30]. 

2019 

 

Improvements in the StyleGAN architecture 

and its training method are proposed. In addi-

tion, further work is being done on the quality 

of the generated images [31]. 

 355 

4. Related work 356 

The following research works have focused on implementing some GAN vari-357 

ants with different objectives. 358 

In [9], it is mentioned that the main objective is to generate a new face by edit-359 

ing facial attributes in the images, preserving its identity. Subsequently, it pro-360 

ceeds to perform a literature review, finding that GAN architecture with an 361 
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encoder is usually incorporated for such tasks with promising results. Thus, it is 362 

proposed to apply an attribute classification constraint to the generated images, in 363 

addition to the previous architecture, forming together what is called AttGAN. Ex-364 

periments were performed on the public set of images "Celeba" to manipulate at-365 

tributes such as hair color, beard, and age, achieving realism and preservation of 366 

facial details. 367 

In [8], a CNN was developed to generate images considering facial age progres-368 

sion. To do this, the authors conducted an exhaustive review of the literature. They 369 

analyzed several sets of images to select the one with the greatest variety and fit 370 

the domain they wanted to develop the model. Then, they configured parameters 371 

and loss functions for network stabilization and the creation of realistic photo-372 

graphs. They used qualitative and quantitative metrics for the evaluation, resulting 373 

in images with appropriate characteristics for age progression. 374 

The makeup transfer is the object of study to transfer a specific style to a clean 375 

face, preserving the identity of the same. This type of problem at the instance level 376 

is considered a great challenge since the styles vary greatly, for example, eye 377 

shadows, lipsticks, and foundations, among many others. In [17], BeautyGAN is 378 

proposed so that the networks can perform the transfer at the instance level 379 

through unsupervised adversarial learning. At the end of the study, a new set of 380 

high-resolution makeup images was constructed. 381 

GANs even have an impact in the medical area, as can be seen in [36]. A study 382 

on coronavirus (COVID-19), a viral disease caused by the SARS-CoV-2 respira-383 

tory syndrome, begins, encouraged by its global effect on health and economics. 384 

Chest X-rays from infected patients were a crucial step in controlling this virus. 385 

Thus began the introduction of various DL systems and studies that demonstrated 386 

the efficiency of using chest X-rays for patient detection. In this context, since 387 

CNNs require a significant amount of training data to perform adequately and the 388 

virus was too recent to have enough Chest X-rays to generate systems that learn to 389 

detect it, the authors present a method to generate images from Chest X-rays in 390 

short times. It was achieved by introducing a model named CovidGAN, proving 391 

that the artificial images produced by it helped improve the performance of the 392 

trained CNNs for COVID-19 detection, increasing their accuracy to 95%. 393 

In [37], it focuses on another important application of GAN: the generation of 394 

facial images from text. It has multiple applications in public safety and forensic 395 

analysis, such as finding criminals or suspects described by eyewitnesses. This 396 

chapter proposes synthesizing facial images from text using a fully-trained genera-397 

tive adversarial network (FTGAN), trained with a text encoder and an image de-398 

coder, to generate good-quality images from the input sentences. Multiple experi-399 

ments were performed on the CUB public set, providing good results regarding 400 

the main objective. It was measured by comparison against methods found in the 401 

literature, using the Frechet Inception Distance (FID) and Face Semantic Distance 402 

(FSD) metrics. Additionally, human ratings were used to validate the generated 403 

images. 404 

Another application in the medical field was discussed in [38], where a method 405 

was developed to synthesize photorealistic microscope images of red blood cells 406 

using cGAN. These images were combined with real ones to augment reduced da-407 

tasets. Using cGANs as a synthetic data generator for the DA task benefits the 408 
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development of a model. However, they also raise the fact that all that is involved 409 

in developing a GAN model: unstable and time-consuming training, heavy com-410 

putational requirements and other challenges may not be worth the small margin 411 

of improvement it may provide in some tasks. 412 

A literature review is presented in [39], mainly focused on generating medical 413 

images using GAN frameworks since it is stated that these have proven to be use-414 

ful in many cases of image augmentation, medical image generation, and image 415 

reconstruction, among others. These characteristics were the ones that encouraged 416 

the research of GANs in the medical field to improve image analysis. It is men-417 

tioned that several GAN frameworks have gained popularity in medical image in-418 

terpretation, such as DCGAN, Laplacian GAN (LAPGAN), pix2pix, Cycle-GAN 419 

and unsupervised image-to-image translation model (UNIT). Although despite all 420 

these approaches, it was concluded that they are still in very early stages, and in-421 

depth research in the area is still needed to reach the most reliable level of pro-422 

gress for GAN applications in clinical imaging. 423 

Among a wide range of applications where GANs have been implemented, one 424 

can be found in [40]. In this study, Pix2PixHD was applied to perform image-to-425 

image translation of solar images to give scientists access to complete sets of im-426 

ages for analysis. The end of the training and testing proved the ability of such al-427 

gorithms to generate high-resolution images. In addition, the images obtained 428 

through this model proved to be better than those obtained in previous works also 429 

intended to generate these images. It opens the possibility of using these models to 430 

create images when unavailable and thus have a better understanding of space 431 

weather. It also allows researchers to have the ability to predict solar events, for 432 

example, Solar Flares or Coronal Mass Ejections. 433 

In [41], research is found to be motivated by the good performance of CNNs in 434 

traffic sign detection (TSD) and recognition (TSR), which are critical tasks in the 435 

development of autonomous driving systems. It is difficult because training neural 436 

networks requires a large amount of labelled data, and the visual design of traffic 437 

signs varies greatly, especially when dealing with different countries. This work 438 

focused on Taiwanese traffic signs, motivated by not finding a database, images or 439 

study that focused on identifying them. It also pursued the generation of synthetic 440 

images when it was impossible to collect reference images through research and 441 

development. DCGANs and Wasserstein generative adversarial networks (Was-442 

serstein GANs, WGANs) were used. Each demonstrated exceptional outputs when 443 

creating synthetic graphics. The evaluation of the efficiency of DCGAN and 444 

WGAN is also included by measuring the quality of the generated images using 445 

Structural Similarity Index (SSIM) and the Mean Square Error (MSE). It was con-446 

cluded that synthetic traffic signal images could be generated with a minimal 447 

training image set. Although the resulting images' quality was different obtained 448 

with a large training set, they can still be used to solve difficulties when getting 449 

genuine photographs is complicated. 450 
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5. Methodology 451 

The search and selection of the articles presented in this chapter was based on 452 

the Prisma (Preferred Reporting Items for Systematic Reviews and Meta-analyses) 453 

methodology, which includes a guide to identify, select, evaluate, and synthesize 454 

studies [32]. Prisma was designed for systematic reviews of health-related studies, 455 

but it can also be applied to social and educational interventions. In this way, re-456 

searchers interested in reviewing the scientific literature can recreate the author 457 

search process. 458 

The Google Scholar search engine was used to perform the literature review, 459 

which indexes full texts or metadata of the academic literature from a wide range 460 

of publication formats. The search was started considering the terms "Generative 461 

Adversarial Networks" to have a first vision of the research works that have been 462 

carried out, available in public databases. Subsequently, the search results were 463 

filtered based on the year of publication, "Generative Adversarial Networks" 464 

2019, to identify recently published papers. In addition, a logical operator was 465 

added to further narrow the search “Generative Adversarial Networks” AND “im-466 

age generation”. This allowed filtering the papers found to identify only those fo-467 

cused on image generation.  468 

Since GANs are used for text, images, videos, voice, and statistics, among others 469 

[6], a logical operator was added to further narrow the search to “Generative Ad-470 

versarial Networks” AND “image generation”. This allowed filtering the articles 471 

found to identify those focused on image generation. The search returned approxi-472 

mately 16,700 results (February 3, 2023).Of these, we selected and analyzed those 473 

that we considered to be the most like this work. The search returned approxi-474 

mately 16,700 results (February 3, 2023). Of these, we selected and analyzed 475 

those that we consider to be the most similar to the purposes pursued by this work. 476 

6. Face image generation with GANs 477 

In this section, the architecture of a DCGAN for generating facial images is pre-478 

sented to exemplify the use of GANs. The model was trained using the public im-479 

age set "Celeba" [42], comprising approximately 200,000 celebrity facial images. 480 

It was selected since it contains many variations such as hair color, smile, glasses, 481 

poses, backgrounds, and diversity of people that make it very suitable for training 482 

face detection models. In addition, its elements are labelled for efficient use in 483 

computer vision. A virtual machine generated and configured by the Laboratorio 484 

Nacional de Tecnologías de Información (LaNTI)
1
 at Universidad Autónoma de 485 

 
1 Laboratorio Nacional de Tecnologías de Información: 

http://www.lanti.org.mx/lanti/ 
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Ciudad Juárez (UACJ) was used. The system specifications are Ubuntu 20.04, 486 

dual-core, 100 GB storage and 8 GB RAM. The architecture is shown in Fig. 7.  487 

 488 

 489 
Fig 7. Architecture of a DCGAN model for generating facial images where model_1 represents 490 
the generator and model_2 the discriminator. 491 

 492 

The input layer (input_3:InputLayer) represents the latent vector defined as 32, 493 

the generator (model_1:Model) receives this as input and outputs an image of 494 

128*128 size with three color channels (RGB). The discriminator 495 

(model_2:Model) receives this image as input and outputs a binary classification 496 

to identify the image as true or false. 497 

Since training this model is computationally expensive, some tests were per-498 

formed to evaluate the time required with different parameters, as shown in Table 499 

2. The first column indicates the number of images used, the second the number of 500 

iterations and the third the batch size, i.e., the number of examples introduced into 501 

the network for each training. Also, in the line below the parameters are the im-502 

ages resulting from different parts of the training: first, middle and last.  503 

The tests made obtaining better results possible but required considerable time 504 

investment. Additionally, tests allowed the selection of the model parameters, bal-505 

ancing the time and quality of the images generated to present the example. 506 

 507 

 508 

 509 

 510 

 511 

 512 

 513 

 514 

 515 

 516 

 517 

 518 
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Table 2. Tests for the selection of model parameters. 519 

Images Iterations Batch size 

8 20 8 

 
50 20 8 

 
10,000 5,000 3 

 
 520 

  521 

Following the testing phase, the development of the final model began. The se-522 

lected parameters, image preprocessing, model construction (generator, discrimi-523 

nator) and the final model (GAN) training can be seen in the pseudocode pre-524 

sented in Algorithm 1. Subsequently, the steps followed during the 525 

implementation process are detailed. 526 

 527 

 528 

 529 

 530 
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Algorithm 1. Face Generation GAN 531 

1: NO_ITER  5,000 

2: NO_IMAGES  10,000 

3: BATCH  6 

4: IMG_WIDTH  178 

5: IMG_HEIGHT  218 

6: TARG_WIDTH  128 

7: TARG_HEIGHT  128 

8: dif  (IMG_HEIGHT – IMG_WIDTH // 2) 

9: crp  (0, diff, IMG_WIDTH, IMG_HEIGHT – dif) 

10: IMGS  [] 

11: LATENT_DIM  32 

12: CHANNELS  3 

13: IMGS  Crop_Images() 

14: generator  build_generator(gen_input=LAT_DIM,  

                                                                   LAYERS=8, 

                                                                   ACT_FUNC_LAY=‘Leaky ReLU’, 

                                                                   ACT_FUNC_OUT=‘tanh’, 

                                                                   ) 

 

15: discriminatorbuild_discriminator(disc_input=(TARG_WIDTH,                  

                                  TARG_HEIGH, CHANNELS), 

                                                                                  LAYERS=8, 

                                                                                  ACT_FUN_LAY=‘LeakyReLU’, 

                                                                                  ACT_FUNC_OUT =‘sigmoid’,  

                                                                                  OPTIMIZER=‘RMSprop’, 

                                                                                  LOSS_FUN=‘binary 

                                            crossentropy’ 

                                  ) 

 

16: GAN_input = Input(shape=(LAT_DIM, )) 

17: GAN_output = discriminator(generator(GAN_input)) 

18: GAN = Model(GAN_input, GAN_output) 

19: GAN.compile(optimizer=‘RMSprop’,  

            loss=‘binary_crossentropy’) 

 
20: for t in range(NO_ITER) 

21:   latent_vectors = samples(size=(batch_size, LATENT_DIM)) 

22:   generated = generator.predict(latent_vectors) 

23:   real = IMGS[batch_size] 

24:   combined_images = np.concatenate([generated, real]) 

25:   dis_loss = discriminator.train_on_batch(combined_images) 

26:   gen_loss = GAN.train_on_batch(latent_vectors) 

27: end for 

 532 
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Lines 1-12 contain the variables declaration. A total of 10,000 images, 5,000 itera-533 

tions and a batch of size 6 were used to train the model. The initial size of the im-534 

ages was 178*218 with three color channels (RGB). Subsequently, the images 535 

were cropped to center the face and standardize them, leaving a size of 128*128. 536 

Each cropped image was stored in an array. It is represented in line 13, and a sam-537 

ple grid can be seen in Fig 8, which contains some resized images. 538 

 539 
Fig 8. Preview of the resulting images after preprocessing, belonging to the Celeba public image 540 
set. 541 

 542 

The generator is built by giving as input the latent vector, which was defined in 543 

size 32. The model is also created with its respective layers; in this case, 8 layers 544 

were constructed, and the Leaky ReLU activation function was applied to them. 545 

On the other hand, in the output layer, the hyperbolic tangent activation function 546 

was used to produce sharper images. It is also important to mention that the loss of 547 

this network is calculated from the discriminator's loss. The definition of the gen-548 

erator can be seen in line 14. 549 

The discriminator receives as input an image with three RGB color channels. It 550 

was built with a structure very similar to the generator's, adding 8 layers, and the 551 

Leaky ReLU activation function was also applied to them. But the sigmoid activa-552 

tion function was used in its output layer, which gives the binary classification 0 553 

and 1. The RMSprop optimizer was employed, and the binary cross entropy was 554 

used as loss function due to its utility in classification problems to measure the dif-555 

ference between the probabilities calculated between two possible classes. The 556 

definition of the model can be seen in line 15. 557 

The GAN model outputs the classification resulting from the discriminator re-558 

ceiving as a parameter the generator, which in turn gets the latent vector. As in the 559 

discriminator, the RMSprop optimizer was applied to the GAN model and used 560 
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the binary crossentropy as a loss function. This process is defined in lines 16 to 561 

19. 562 

The training is performed during the previously defined iterations. The "la-563 

tent_vectors" variable contains the noise with which the generator will be trained. 564 

Subsequently, the "real" variable has a subset of images from the original set, and 565 

then they are merged with those coming from the generator in the "combined_im-566 

ages" variable. This part can be seen in lines 20 to 24. 567 

Line 25 shows how the discriminator's loss is calculated from its training by re-568 

ceiving the subset created in "combined_images" as input.  569 

Furthermore, line 26 shows the generator's loss calculated from the GAN's train-570 

ing that receives as input the noise vector, and this will be passed to the generator 571 

to start the training of the complete model. Finalizing with the loop in line 27 572 

when the last epoch is reached. 573 

After training, the resulting images can be seen in Fig 9. It can be seen how the 574 

characteristics of the images improve, learning to generate parts of the face such 575 

as eyes, mouth, nose, and textures for the background. The loss values of each net-576 

work after training can be seen in Table 3, while Fig 10 presents a plot to display 577 

the behavior of the respective loss functions. 578 

 579 

 580 
Fig 9. Images generated by the trained GAN. 581 

 582 

Table 3. Model losses at the end of training 583 

Epochs Dis_loss Gen_loss 

4,900/5,000 0.7826 0.8347 

4,950/5,000 0.6075 1.0423 

5,000/5,000 0.8056 0.6091 

 584 
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 585 
Fig 10. Model losses during GAN training 586 

 587 

Since the GAN model comprises two neural network models, understanding its 588 

behavior is highly complex. It is irregular, with highs and lows at seemingly ran-589 

dom points. 590 

Conclusion and future work 591 

The literature review, which describes the most widely used methods over time 592 

for artificial image generation, shows that GANs are effective models in this task 593 

to date, being successfully implemented in different domains. Despite the fact that 594 

they were recently proposed and the challenges their implementation represents, 595 

they show promising results. The more they are investigated, the more possibili-596 

ties open up in the world of AI. One of the main challenges that was observed not 597 

only in research papers but also in experiments like the one presented above in 598 

Section 6, is the high computational power that they require. The higher the com-599 

putational power, the better the quality and realism of the generated images. 600 

In addition to the above, there is a large open area of research on the functioning 601 

of the GAN. The reason for the behavior they display during training is still un-602 

clear. For example, it is unknown why securities sometimes trigger when measur-603 

ing their losses. Despite the above, it is only known that the images generated im-604 

prove as the training progresses. 605 
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The metric for evaluating an artificial image is a significant limitation. Assessing 606 

whether an image looks realistic represents a high level of complexity for the hu-607 

man eye. Many papers resort to multiple attempts to measure it. Some use quanti-608 

tative metrics, while others focus more on the human side with qualitative 609 

measures. 610 

As future work, it is planned to analyze, evaluate, and implement a GAN archi-611 

tecture with the objective of simulating the age progression in the facial images of 612 

Mexican women reported missing. The idea is to visualize their appearance after a 613 

lapse of 10 to 20 years of adulthood. With this, it is intended to use GANs as a DA 614 

technique to create robust image sets that allow training artificial intelligence al-615 

gorithms to help finding missing women. 616 

Code repository 617 

A repository which contains the code implemented for the generation of artifi-618 

cial faces is presented below, where is available a Jupyter Notebook shows the re-619 

sults of each compiled code block. 620 

https://github.com/BlancaECS/Face_genera-621 

tion/blob/5584e7fb9c7041353182151174407aa487048d53/FirstFace_GAN.ipynb 622 
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Abstract: Image processing has gained notoriety over the last few years in perform-

ing various tasks through deep learning (DL) algorithms, such as face recognition 

and identity verification. Unfortunately, most of them require a large set of images 

for training, usually manually labeled, which is a costly task both in time and effort, 

not to mention being prone to human error. Data Augmentation (DA) techniques 

have been used to mitigate this situation, as they generate images by applying vari-

ations to real image sets. This chapter presents a brief literature review on various 

DA methods dedicated to image generation. The technique that has presented out-

standing results in the task of generating artificial images is Generative Adversarial 

Networks (GANs). Some recent research papers in which GANs have been used for 

the generation of artificial images are presented. General aspects of GANs, such as 

their definition, architecture, training, and challenges, are described. Additionally, 

the implementation of a GAN architecture for the generation of artificial face im-

ages from a public set of images is presented. The need for a great computational 

capacity to generate images with great sharpness and realism is highlighted. 
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1. Introduction 

Facial recognition systems have been discussed for several decades. The scientific 

community has shown great interest in this subject, given the human ability to rec-

ognize others through the face, being a unique part of the body. One of the goals is 

that these systems possess this same intelligence as part of the biometric identifi-

cation measures. 

Facial recognition has been developed in the field known as computer vision [1]. 

This area supports a variety of critical applications, e.g., identity verification. This 

task is done using what is known as a face analyzer, which is software that con-

firms the identity of people based on their faces [2]. It is achieved through the 

identification and measurement of facial features in images. It can also be used to 

associate human faces in the latest or even in videos to check how similar they are 

to one or several specific individuals. In addition, it can determine the level of 

similarity between two photographs to find out if they belong to the same person 

or search for them among a large set of images in a collection. For example, bio-

metric security systems use facial recognition to uniquely identify individuals as 

users at login to strengthen user authentication. In addition, mobile devices often 

use this type of technology to protect the data they contain [3]. Unfortunately, 

large amounts of facial images are required for these processes to function 

properly, so much of the research has focused on artificial image generation. It 

aims to increase the image sets used to train different architectures because of 

their significant impact on the results [4]. 

Collecting and labeling data samples with good quality is costly, both in time 

and effort and is prone to human error. For this purpose, various techniques 

known as Data Augmentation (DA) have been implemented, and their perfor-

mance is suitable in different domains. 

DA techniques allow the size of existing image sets to be increased considerably 

through simulations [4], which helps significantly with the image requirements for 

learning systems. Also, DA techniques have faced several limitations of their own 

[5], for example: 

The images generated lack realistic variations such as makeup, skin color, and 

background change, which means that they would have a different distribution 

than the real ones. 

Creating high-quality facial images is very difficult due to the complexity of fa-

cial details. 

After many years of research and application of different modeling methods, in 

2014, a technique was proposed that allows the generation of realistic images us-

ing two artificial neural networks, Generative Adversarial Networks (GAN). Alt-

hough these are not the first method used for artificial data generation, their results 

and versatility distinguished them from the rest since they have achieved outstand-

ing results that were still considered impossible for artificial systems [6]. 

GANs are a machine learning (ML) technique that integrates two simultaneously 

trained models, the generator and the discriminator. The generator is trained to 

create the artificial images, and the discriminator is to discern between the fake 
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images created by the generator and the real ones from the original training set. Its 

performance has far exceeded expectations in the field of artificial image genera-

tion, according to a variety of authors [5], [7]–[9]. 

Like ML algorithms, the data generated by a GAN completely depends on the 

training set provided to perform the learning. For example, if a GAN is required to 

learn how to create images of handwritten numbers, it is necessary to use a train-

ing set containing several images of handwritten numbers [6]. 

GANs are derived from a gaming perspective. Hence the word adversarial de-

notes a competitive dynamic between the two models that compose them. The 

generator aims to generate real images indistinguishable from the training set. On 

the other hand, the discriminator aims to distinguish these generated images from 

the real ones. Therefore, the better the generator generates realistic images, the 

better the discriminator must be to distinguish the real ones from the false ones 

[6]. 

The fast growth and progress of GANs have been due to research and develop-

ment, generating new architectures to stabilize the outputs and generate images of 

higher quality and realism. In this way, the aim is to create impossible images for 

the human eye to differentiate. 

This chapter presents a brief literature review on data augmentation methods for 

artificial image generation, focusing mainly on GANs, which have been used 

throughout recent years to create artificial facial images. Additionally, the general 

architecture of a GAN and related concepts are described. Lastly, the implementa-

tion of a GAN architecture for generating artificial face images, trained with a 

small part of the public image set “CelebA,” is described. 

The main contributions of this work are: a) the compilation of recent state-of-

the-art works that demonstrate the different areas in which GANs have been used 

to improve the training of various systems or algorithms, such as ML, b) the de-

scription of some architectures and parameter variations that can be modified ac-

cording to the objectives pursued and, c) an example of a GAN architecture used 

to generate artificial faces. 

The chapter is structured as follows. Section 2 presents the background to the 

generation of artificial facial images. Section 3 describes the general architecture 

of a GAN, the training process, and its challenges, among other information of in-

terest. Section 4 presents a brief literature review on data augmentation methods 

for generating artificial images, focusing mainly on GANs. Section 5 describes the 

methodology used to conduct the literature review. Section 6 shows the implemen-

tation of a GAN architecture to generate artificial facial images. Lastly, Section 7 

presents the conclusions and future work. 

2. Generation of artificial facial images 

Generating new images from others is a widely researched task in computer vi-

sion. In recent years, the development of Artificial Intelligence (AI) techniques 
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has motivated the idea of producing images of high quality and realism. It has ena-

bled the creation of realistic human faces that are difficult to distinguish between 

fake and real, even for the human eye. This task has been evolving exponentially 

since implementing GANs [10]. However, before GANs, other computational 

methods were used to generate variations in facial images to train systems such as 

facial recognition systems. 

Four main categories can be broadly discussed in the DA task for generating ar-

tificial images: generic, component, attribute, and age transformations. Each one is 

described in the following sections. 

2.1 Generic transformations 

These transformations focus on modifying the entire image, ignoring high-level 

components such as composition, light, volume, symmetry, shape, and texture. 

They are usually divided into two main groups: geometric and photometric trans-

formations. 

Geometric transformations are commonly applied in multiple computer vision 

tasks [5], such as face recognition, healthcare, and manufacturing applications. In 

general terms, geometric transformations alter the pixels of an image by placing 

them in new positions. Some examples of these can be: 

• Reflection: consists of flipping the image around its vertical or horizontal 

axis. 

• Rotation: rotates the image 𝜃 degrees around its center, bringing each pixel 

(𝑥, 𝑦) to its position (𝑥′, 𝑦′). 
• Cropping: consists of cutting the images to a specific size. 

For example, in the case of convolutional neural networks (CNNs), this type of 

transformation helps to minimize their sensitivity to changes in position and orien-

tation [11]. Some examples can be seen in Fig 1. 
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Fig 1. Geometric transformation examples [5] 

On the other hand, photometric transformations, shown in Fig 2, generally work 

by altering the RGB (red, green, and blue) channels, shifting each pixel value (r, g, 

b) to new values (r’, g’, b’) of an image according to predefined rules. These trans-

formations adjust the illumination and color, leaving the geometry unaffected [11]. 

For example, it can be mentioned color manipulations, such as inverting them or 

adding some filters, such as blurring or grayscale [5]. 

 
Fig 2. Photometric transformation examples [5] 

These transformations are mainly used in computer vision tasks to enrich the 

training sets and prevent a common problem in this field, overfitting. [12] is a  pa-

per dedicated to evaluating the performance of CNNs, trained with images en-

riched using geometric and photometric transformations. In [13], different trans-

formations were employed to increase the image set and prevent overfitting. 
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2.2 Component transformation 

There are transformations dedicated to enriching the sets of facial images by mod-

ifying the components of the person. These images are used to train the algorithm 

so that it is able to recognize the person, even if their appearance is altered. 

The hairstyle can be considered one of the components to be generated since, 

although it is not considered a facial component, hairstyle affects face detection 

and recognition because it tends to hide certain features of a person’s appearance. 

Therefore, DA techniques focus on generating facial images with different varia-

tions in hair, for example, color, shape, and bangs. In [14], a method using Dis-

coGAN was proposed. This variant learns to discover relationships between dif-

ferent domains and develops the ability to translate features between them, for 

example, by transforming hair color. 

Makeup transfer and accessory addition techniques can also be identified due to 

the difficulty for recognition systems to effectively perform their tasks when some 

features of the face look different depending on the makeup or accessories a per-

son wears. Most studies based on this type of transformation can be divided into 

two categories: traditional image processing [15] and those based on DL [16]. 

Some examples of these can be seen in Fig 3. 

Another component that impacts facial recognition is the use and removal of ac-

cessories, including glasses, earrings, and piercings, among others. Of all these, 

glasses are the most commonly used, as they are used for different reasons, for ex-

ample, vision correction, prevention against sunlight, eye protection, and aesthet-

ics, among others. They significantly affect the accuracy of facial recognition, as 

they usually cover a large area of the face. 

In [17], a fusion of virtual lenses onto faces was performed using the Augmented 

Reality (AR) technique. In [18], a method of facial attribute manipulation based 

on image residuals was proposed, defining this as the difference between the input 

image and the desired output image. 



7 

 
Fig 3. Component transformation examples [5] 

2.3 Attribute transformation 

There are also some transformations dedicated to modifying aspects such as pose. 

In this case, the position of the head in a photograph is considered a significant 

challenge in facial recognition tasks since any variation in it tends to modify vis-

ual aspects of the face, i.e., it can hide or show different facial details. In addition, 

it has been considered an essential aspect since facial photographs in several legal 

processes are requested from the frontal side. This leads to the research of recreat-

ing how a face may look from other angles. 

Facial expressions are also considered critical: happy, annoyed, scared, and sur-

prised, among others. These techniques help to improve the performance of emo-

tion classification and recognition systems. Primarily 2D, 3D, and learning-based 

modeling approaches are used to achieve this goal and usually focus on modifying 

the expression of a face using expression templates by concentrating on a series of 

points, for example, the corners of the mouth, the cheeks position, and the location 

of the eyebrows. Others focus on simulations to recreate face parts that are hidden 

by the pose in which the photograph was taken [4], [19]–[21]. Some examples of 

this can be found in Fig 4. 
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Fig 4. Facial expression synthesis [22], [23] 

2.4 Age Progression and Regression 

Finally, age regression or progression seeks to predict a current face’s appearance 

in the past or future, respectively, while preserving its facial features. It has be-

come a widely explored research topic because it significantly affects various ap-

plications, including missing person tracking, facial recognition, and aesthetic 

studies, among others. The two main concerns in attempting age regression or pro-

gression are identity preservation and prediction accuracy [24]. 

These facial images enrich the image sets by adding different features at differ-

ent time stages of the same face, which makes the models more robust to age vari-

ations. 

Age modification methods are mainly divided into two: prototype-based and 

model-based. The first one creates an average face for different age ranges, learns 

the shapes and textures of these, and applies these features to transfer them to a 

new face. However, the individual’s characteristics are often lost with these meth-

ods [5]. 

Model-based methods build, as the name implies, models of biological changes 

due to age in faces, e.g., musculature, wrinkles, and skin texture, among others. 

They are called generative because they are such a powerful tool for creating new 

data by learning to imitate the probabilistic distribution of a training set. Nowa-

days, generative models have gained importance and attention due to their good 

performance in data creation. Among the most popular are autoregressive models, 

Variational Autoencoders (VAEs), and GANs. The disadvantage of these models 

is their complexity and computational cost [5]. 

GANs, as mentioned above, are an alternative architecture for training genera-

tive models since they handle probabilistic computations very well. Recent work 

has begun to apply them to the age regression and progression task, and many 
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variants of the model have been generated. Some examples of this generative task 

are shown in Fig 5. 

 
Fig 5. Facial age regression and progression examples [5] 

Before GAN, two approaches to age progression and regression in faces were 

prototype-based and modeling-based. In the latter, critical points in the image, 

such as eyes, nose, and jaw, track, in turn, the temporal changes such as wrinkles, 

musculature, and color in these are identified. However, this method requires a 

large amount of age-labeled data over a long period for each individual, which is 

difficult to find and computationally expensive. The prototype-based method cre-

ates an average face based on a set of images of a particular age group, using it to 

transfer those features from one age range to another. The disadvantage of this is 

that personal features are often lost. Another possibility is to use neural networks 

to transform faces across ages. It generates smoother images but still requires im-

ages labeled with the person’s age through the years [8]. 

On the other hand, the GAN consists of a discriminator and a generator compet-

ing with each other based on the min-max games. The generator starts by receiving 

as input a noise vector 𝑧 and creates an image that it gives to the discriminator to 

receive feedback from it. Some variants of this architecture are [8]: 

• DCGAN (Deep Convolutional GAN) has demonstrated that GAN can be suc-

cessfully applied to generate indoor scenarios and human faces. 

• StyleGAN significantly extended the basic GAN to progressively generate 

high-resolution images from those with very low resolutions. 

cGAN (Conditional Generative Adversarial Networks) introduces an identity 

preservation vector with the optimization approach when generating faces so there 

is a better match between the original and the created face. 

• Pyramid GAN simulates the effects of age more sharply and presents a suite 

of methods for assessing accuracy and fidelity to the original image. 
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3. Generative Adversarial Networks (GANs) 

GANs are powerful AI-based unsupervised learning algorithms that aim to learn 

the estimated probability distribution in a specific training set. GANs were pro-

posed by Ian Goodfellow in 2014 [25]. They are based on a competition system 

between two neural network models that try to maximize their performance while 

minimizing that of their adversary, developing the ability to analyze, capture and 

copy the variations presented by a particular set of images [8]. 

These networks can generate artificial data, being one of the generative models 

with the highest quality of results, especially when its potential to generate high-

resolution images is analyzed [6]. Section 3.1 gives a definition of what a GAN is. 

Section 3.2 describes the general architecture with which GANs were originally 

proposed. Section 3.3 describes the GAN training process. Section 3.4 mentions 

the challenges researchers face when training a GAN. Finally, Section 3.5 presents 

the face image generation evolution with GANs. 

3.1 Definition 

It has been demonstrated that most neural networks can be easily tricked into mis-

classifying by adding only a small amount of noise to the original data. Surpris-

ingly, after this addition, the model develops a higher confidence level in the 

wrong predictions than in the correct ones. It is because most ML algorithms learn 

from a limited amount of data, which is prone to model overfitting [26]. It moti-

vated the creation of GANs. They can be described in three parts: 

• Generative: They are considered generative models since they describe how 

new data are generated in terms of probabilistic models. 

• Adversarial: The model is trained by competition among its neural networks, 

i.e., they are considered adversarial to each other. 

• Networks: They use neural networks as the primary training algorithms. 

They are based on game theory, which considers players to be both ML models, 

typically implemented using neural networks. A network is called a generator, 

which can learn the distribution obtained from an original data set to try to repli-

cate it. It is achieved by inserting a noise vector z, i.e., random numbers with a 

Gaussian distribution. The main objective of the generator is to learn how to trans-

form unstructured noise z into realistic samples [25]. 

The other player is called the discriminator. It examines each example 𝑥 re-

ceived as input and outputs an estimate of whether it is true or false. 

Each player has a cost, so they try to minimize their own, i.e., the discrimina-

tor’s cost encourages it to correctly classify the data as real or fake. In contrast, the 

cost of the generator encourages it to generate data that the discriminator incor-

rectly classifies as real. 
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A typical example when talking about GANs is to imagine that one network rep-

resents a money counterfeiter and the other a policeman. The former generates 

counterfeit bills while the policeman tries to arrest him for benefiting the produc-

tion of legitimate ones. The competition leads to the production of more and more 

realistic counterfeit bills until, eventually, the counterfeiter produces them so real-

istically that the policeman cannot tell the difference between authentic and coun-

terfeit [25]. 

3.2 Architecture 

In the GAN architecture, the generator will start training simultaneously as the 

discriminator does. The latter will need a few epochs before starting the adversar-

ial training since it must be able to classify the images correctly. 

The architecture consists of two competing deep neural networks: the generator 

and the discriminator. The generator produces new data instances, while the dis-

criminator tries to distinguish accurately between the real data, i.e., those coming 

from the original set or fake data produced by the generator. 

This competition will continue until the generator can create realistic artificial 

data, which can then be used as input to other neural networks [6]. Fig 6 shows a 

GAN schematic with its basic components. 

 
Fig 6. The two GAN subnetworks with their inputs, outputs, and interactions [6] 

Since its development, many different architectures have been proposed to deal 

with a wide variety of domains. It could even be said that several scientific papers 

are published weekly [27]. In [28], an extensive literature review is done on multi-

ple architectures developed for GANs. 
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3.3 Training process 

The training phase requires the two networks and a set of data from which the arti-

ficial data will be generated. First of all, it is worth mentioning that the training of 

the generator is much more complex than the discriminator, which can be seen 

more as a binary classifier. 

The discriminator receives real inputs that must be labeled as such and inputs 

from the generator, which must be labeled false, 1 if the input data is real and 0 if 

it is false. On the other hand, the generator must be trained with the only condition 

that the data created mislead the discriminator, i.e., it must minimize its loss and 

maximize that of the opponent. To achieve this, the generator’s output must be the 

input of the discriminator so that the output of the whole model gives as output the 

probability that the data are real, according to the discriminator. In this way, the 

generator obtains feedback from the discriminator, which it uses to create progres-

sively more similar data in the training set [25]. 

3.4 Challenges 

The GANs are still facing research challenges regarding their training. Among 

them, the following can be pointed out [29]: 

• Non-convergence: this is when the generator and the discriminator fail to 

reach the desired equilibrium (50%). Their respective loss functions begin to 

fluctuate without being able to reach stability. 

• Modal collapse: occurs when the generator produces similar data, even 

though the inputs vary in characteristics. It finds a small set of samples that 

successfully deceive the discriminator and are thus incapable of producing 

others. In these cases, the gradient of the loss function is stuck at a value close 

to 0. 

• Non-informative loss: the general intuition is that the lower the loss of the 

generator, the higher the quality of the data it produces. However, the loss 

must be compared with the discriminator’s, which constantly improves. 

Therefore, the issue of model evaluation is more complex. The generator may 

produce better-quality samples even as the loss function increases. 

Due to these challenges, techniques have been developed with the aim of mini-

mizing them as much as possible. However, they are still the subject of research at 

the moment [6]. 
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3.5 Face image generation evolution with GANs 

Progress in facial image generation has gone hand in hand with GANs, so it is 

now possible to control the resolution or quality of artificial images. Table 1 

shows the main advances of the GANs. 

Table 1. GAN evolution in artificial facial image generation. 

Year Image Model description 

2014 

 

The proposed GAN architecture is composed of 

two models: generative G and discriminative D, 

represented by a multilayer perceptron [25]. 

2015 

 

The proposed DCGAN architecture for unsuper-

vised learning is composed of two models: G and 

D, represented by CNNs [30]. 

2016 

 

Coupled Generative Adversarial Network 

(CoGAN) architecture proposed, which consists of 

two models for G and two for D [31]. 

2017 

 

Proposed new training for GANs by progressively 

increasing both G and D, starting with low resolu-

tion and adding new layers. It is argued that it im-

proves the training speed and stabilizes it [32]. 

2018 

 

Proposed alternative architecture for G in GANs, 

called StyleGAN. This leads to automatically 

learned and unsupervised high-level attribute sep-

aration [33]. 
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2019 

 

Improvements in the StyleGAN architecture and 

its training method are proposed. In addition, fur-

ther work is being done on the quality of the gen-

erated images [34]. 

 

4. Related work 

The following research works have focused on implementing some GAN variants 

with different objectives. 

In [9], it is mentioned that the main objective is to generate a new face by edit-

ing facial attributes in the images, preserving its identity. Subsequently, it pro-

ceeds to perform a literature review, finding that GAN architecture with an en-

coder is usually incorporated for such tasks with promising results. Thus, it is 

proposed to apply an attribute classification constraint to the generated images, in 

addition to the previous architecture, forming together what is called AttGAN. Ex-

periments were performed on the public set of images, “Celeba,” to manipulate at-

tributes such as hair color, beard, and age, achieving realism and preservation of 

facial details. 

In [8], a CNN was developed to generate images considering facial age progres-

sion. To do this, the authors conducted an exhaustive review of the literature. They 

analyzed several sets of images to select the one with the greatest variety and fit 

the domain they wanted to develop the model. Then, they configured parameters 

and loss functions for network stabilization and the creation of realistic photo-

graphs. They used qualitative and quantitative metrics for the evaluation, resulting 

in images with appropriate characteristics for age progression. 

The makeup transfer is the object of study to transfer a specific style to a clean 

face, preserving the identity of the same. This type of problem at the instance level 

is considered a great challenge since the styles vary greatly, for example, eye 

shadows, lipsticks, and foundations, among many others. In [16], BeautyGAN is 

proposed so that the networks can perform the transfer at the instance level 

through unsupervised adversarial learning. At the end of the study, a new set of 

high-resolution makeup images was constructed. 

GANs even have an impact in the medical area, as can be seen in [35]. A study 

on coronavirus (COVID-19), a viral disease caused by the SARS-CoV-2 respira-

tory syndrome, begins, encouraged by its global effect on health and economics. 

Chest X-rays from infected patients were a crucial step in controlling this virus. 

Thus began the introduction of various DL systems and studies that demonstrated 

the efficiency of using chest X-rays for patient detection. In this context, since 

CNNs require a significant amount of training data to perform adequately and the 
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virus was too recent to have enough Chest X-rays to generate systems that learn to 

detect it, the authors present a method to generate images from Chest X-rays in 

short times. It was achieved by introducing a model named CovidGAN, proving 

that the artificial images produced by it helped improve the performance of the 

trained CNNs for COVID-19 detection, increasing their accuracy to 95%. 

In [36], it focuses on another important application of GAN: the generation of 

facial images from text. It has multiple applications in public safety and forensic 

analysis, such as finding criminals or suspects described by eyewitnesses. This 

chapter proposes synthesizing facial images from text using a fully-trained genera-

tive adversarial network (FTGAN), trained with a text encoder and an image de-

coder, to generate good-quality images from the input sentences. Multiple experi-

ments were performed on the CUB public set, providing good results regarding 

the main objective. It was measured by comparison against methods found in the 

literature, using the Frechet Inception Distance (FID) and Face Semantic Distance 

(FSD) metrics. Additionally, human ratings were used to validate the generated 

images. 

Another application in the medical field was discussed in [37], where a method 

was developed to synthesize photorealistic microscope images of red blood cells 

using cGAN. These images were combined with real ones to augment reduced da-

tasets. Using cGANs as a synthetic data generator for the DA task benefits the de-

velopment of a model. However, they also raise the fact that all that is involved in 

developing a GAN model: unstable and time-consuming training, heavy computa-

tional requirements, and other challenges may not be worth the small margin of 

improvement it may provide in some tasks. 

A literature review is presented in [38], mainly focused on generating medical 

images using GAN frameworks since it is stated that these have proven to be use-

ful in many cases of image augmentation, medical image generation, and image 

reconstruction, among others. These characteristics were the ones that encouraged 

the research of GANs in the medical field to improve image analysis. It is men-

tioned that several GAN frameworks have gained popularity in medical image in-

terpretation, such as DCGAN, Laplacian GAN (LAPGAN), pix2pix, Cycle-GAN, 

and unsupervised image-to-image translation model (UNIT). Although despite all 

these approaches, it was concluded that they are still in very early stages, and in-

depth research in the area is still needed to reach the most reliable level of pro-

gress for GAN applications in clinical imaging. 

Among a wide range of applications where GANs have been implemented, one 

can be found in [39]. In this study, Pix2PixHD was applied to perform image-to-

image translation of solar images to give scientists access to complete sets of im-

ages for analysis. The end of the training and testing proved the ability of such al-

gorithms to generate high-resolution images. In addition, the images obtained 

through this model proved to be better than those obtained in previous works also 

intended to generate these images. It opens the possibility of using these models to 

create images when unavailable and thus have a better understanding of space 

weather. It also allows researchers to have the ability to predict solar events, for 

example, Solar Flares or Coronal Mass Ejections. 

In [40], research is found to be motivated by the good performance of CNNs in 

traffic sign detection (TSD) and recognition (TSR), which are critical tasks in the 
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development of autonomous driving systems. It is difficult because training neural 

networks requires a large amount of labeled data, and the visual design of traffic 

signs varies greatly, especially when dealing with different countries. This work 

focused on Taiwanese traffic signs, motivated by not finding a database, images, 

or study that focused on identifying them. It also pursued the generation of syn-

thetic images when it was impossible to collect reference images through research 

and development. DCGANs and Wasserstein generative adversarial networks 

(Wasserstein GANs, WGANs) were used. Each demonstrated exceptional outputs 

when creating synthetic graphics. The evaluation of the efficiency of DCGAN and 

WGAN is also included by measuring the quality of the generated images using 

Structural Similarity Index (SSIM) and the Mean Square Error (MSE). It was con-

cluded that synthetic traffic signal images could be generated with a minimal 

training image set. Although the resulting images’ quality was different obtained 

with a large training set, they can still be used to solve difficulties when getting 

genuine photographs is complicated. 

5. Methodology 

The search and selection of the articles presented in this chapter were based on the 

Prisma (Preferred Reporting Items for Systematic Reviews and Meta-analyses) 

methodology, which includes a guide to identify, select, evaluate, and synthesize 

studies [41]. Prisma was designed for systematic reviews of health-related studies, 

but it can also be applied to social and educational interventions. In this way, re-

searchers interested in reviewing the scientific literature can recreate the author 

search process. 

The Google Scholar search engine was used to perform the literature review, 

which indexes full texts or metadata of the academic literature from a wide range 

of publication formats. The search was started considering the terms “Generative 

Adversarial Networks” to have a first vision of the research works that have been 

carried out, available in public databases. Subsequently, the search results were 

filtered based on the year of publication, “Generative Adversarial Networks,” 

2019, to identify recently published papers. In addition, a logical operator was 

added to further narrow the search for “Generative Adversarial Networks” AND 

“image generation.” This allowed filtering of the papers found to identify only 

those focused on image generation. 

Since GANs are used for text, images, videos, voice, and statistics, among others 

[6], a logical operator was added to further narrow the search to “Generative Ad-

versarial Networks” AND “image generation.” This allowed filtering of the arti-

cles found to identify those focused on image generation. The search returned ap-

proximately 16,700 results (February 3, 2023). Of these, we selected and analyzed 

those that we considered being the most like this work. The search returned ap-

proximately 16,700 results (February 3, 2023). Of these, we selected and analyzed 
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those that we consider being the most similar to the purposes pursued by this 

work. 

6. Face image generation with GANs 

In this section, the architecture of a DCGAN for generating facial images is pre-

sented to exemplify the use of GANs. The model was trained using the public im-

age set “Celeba” [42], comprising approximately 200,000 celebrity facial images. 

It was selected since it contains many variations such as hair color, smile, glasses, 

poses, backgrounds, and diversity of people that make it very suitable for training 

face detection models. In addition, its elements are labeled for efficient use in 

computer vision. A virtual machine generated and configured by the Laboratorio 

Nacional de Tecnologías de Información (LaNTI)
2
 at Universidad Autónoma de 

Ciudad Juárez (UACJ) was used. The system specifications are Ubuntu 20.04, 

dual-core, 100 GB storage, and 8 GB RAM. The architecture is shown in Fig. 7. 

 
Fig 7. Architecture of a DCGAN model for generating facial images where model_1 represents 

the generator and model_2 the discriminator. 

The input layer (input_3:InputLayer) represents the latent vector defined as 32, 

and the generator (model_1:Model) receives this as input and outputs an image of 

128*128 size with three color channels (RGB). The discriminator 

(model_2:Model) receives this image as input and outputs a binary classification 

to identify the image as true or false. 

Since training this model is computationally expensive, some tests were per-

formed to evaluate the time required with different parameters, as shown in Table 

2. The first column indicates the number of images used, the second the number of 

 
2 Laboratorio Nacional de Tecnologías de Información: 

http://www.lanti.org.mx/lanti/ 
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iterations, and the third the batch size, i.e., the number of examples introduced into 

the network for each training. Also, in the line below the parameters are the im-

ages resulting from different parts of the training: first, middle, and last. 

The tests made obtaining better results possible but required considerable time 

investment. Additionally, tests allowed the selection of the model parameters, bal-

ancing the time and quality of the images generated to present the example. 

Table 2. Tests for the selection of model parameters. 

Images Iterations Batch size 

8 20 8 

 

50 20 8 

 

10,000 5,000 3 

 

 

Following the testing phase, the development of the final model began. The se-

lected parameters, image preprocessing, model construction (generator, discrimi-

nator), and the final model (GAN) training can be seen in the pseudocode 
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presented in Algorithm 1. Subsequently, the steps followed during the implemen-

tation process are detailed. 

Algorithm 1. Face Generation GAN 

1: NO_ITER 🡨 5,000 

2: NO_IMAGES 🡨 10,000 

3: BATCH 🡨 6 

4: IMG_WIDTH 🡨 178 

5: IMG_HEIGHT 🡨 218 

6: TARG_WIDTH 🡨 128 

7: TARG_HEIGHT 🡨 128 

8: dif 🡨 (IMG_HEIGHT – IMG_WIDTH // 2) 

9: crp 🡨 (0, diff, IMG_WIDTH, IMG_HEIGHT – dif) 

10: IMGS 🡨 [] 

11: LATENT_DIM 🡨 32 

12: CHANNELS 🡨 3 

13: IMGS 🡨 Crop_Images() 

14: generator 🡨 build_generator(gen_input=LAT_DIM, 

                                                                  LAYERS=8, 

                                                                  ACT_FUNC_LAY=‘Leaky ReLU’, 

                                                                  ACT_FUNC_OUT=‘tanh’, 

                                                                  ) 

 

15: discriminator🡨build_discriminator(disc_input=(TARG_WIDTH,                 

                                 TARG_HEIGH, CHANNELS), 

                                                                                 LAYERS=8, 

                                                                                 

ACT_FUN_LAY=‘LeakyReLU’, 

                                                                                 ACT_FUNC_OUT =‘sigmoid’, 

                                                                                 OPTIMIZER=‘RMSprop’, 

                                                                                 LOSS_FUN=‘binary 

                                           crossentropy’ 

                                 ) 

 

16: GAN_input = Input(shape=(LAT_DIM, )) 

17: GAN_output = discriminator(generator(GAN_input)) 

18: GAN = Model(GAN_input, GAN_output) 

19: GAN.compile(optimizer=‘RMSprop’, 

           loss=‘binary_crossentropy’) 

 
20: for t in range(NO_ITER) 

21:   latent_vectors = samples(size=(batch_size, LATENT_DIM)) 

22:   generated = generator.predict(latent_vectors) 

23:   real = IMGS[batch_size] 

24:   combined_images = np.concatenate([generated, real]) 

25:   dis_loss = discriminator.train_on_batch(combined_images) 

26:   gen_loss = GAN.train_on_batch(latent_vectors) 
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27: end for 

 

Lines 1–12 contain the variables declaration. A total of 10,000 images, 5,000 it-

erations, and a batch of size six were used to train the model. The initial size of the 

images was 178*218 with three color channels (RGB). Subsequently, the images 

were cropped to center the face and standardize them, leaving a size of 128*128. 

Each cropped image was stored in an array. It is represented in line 13, and a sam-

ple grid can be seen in Fig 8, which contains some resized images. 

 

Fig 8. Preview of the resulting images after preprocessing, belonging to the Celeba public image 

set. 
The generator is built by giving as input the latent vector, which was defined in 

size 32. The model is also created with its respective layers; in this case, eight lay-

ers were constructed, and the Leaky ReLU activation function was applied to 

them. On the other hand, in the output layer, the hyperbolic tangent activation 

function was used to produce sharper images. It is also important to mention that 

the loss of this network is calculated from the discriminator’s loss. The definition 

of the generator can be seen in line 14. 

The discriminator receives as input an image with three RGB color channels. It 

was built with a structure very similar to the generator’s, adding eight layers, and 

the Leaky ReLU activation function was also applied to them. But the sigmoid ac-

tivation function was used in its output layer, which gives the binary classification 

0 and 1. The RMSprop optimizer was employed, and the binary cross entropy was 

used as a loss function due to its utility in classification problems to measure the 

difference between the probabilities calculated between two possible classes. The 

definition of the model can be seen in line 15. 

The GAN model outputs the classification resulting from the discriminator re-

ceiving as a parameter the generator, which in turn gets the latent vector. As in the 
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discriminator, the RMSprop optimizer was applied to the GAN model and used 

the binary cross-entropy as a loss function. This process is defined in lines 16 to 

19. 

The training is performed during the previously defined iterations. The “la-

tent_vectors” variable contains the noise with which the generator will be trained. 

Subsequently, the “real” variable has a subset of images from the original set, and 

then they are merged with those coming from the generator in the “combined_im-

ages” variable. This part can be seen in lines 20 to 24. 

Line 25 shows how the discriminator’s loss is calculated from its training by re-

ceiving the subset created in “combined_images” as input. 

Furthermore, line 26 shows the generator’s loss calculated from the GAN’s 

training that receives as input the noise vector, and this will be passed to the gen-

erator to start the training of the complete model. Finalizing with the loop in line 

27 when the last epoch is reached. 

After training, the resulting images can be seen in Fig 9. It can be seen how the 

characteristics of the images improve, learning to generate parts of the face such 

as eyes, mouth, nose, and textures for the background. The loss values of each net-

work after training can be seen in Table 3, while Fig 10 presents a plot to display 

the behavior of the respective loss functions. 

 
Fig 9. Images generated by the trained GAN. 

Table 3. Model losses at the end of the training 

Epochs Dis_loss Gen_loss 

4,900/5,000 0.7826 0.8347 

4,950/5,000 0.6075 1.0423 

5,000/5,000 0.8056 0.6091 
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Fig 10. Model losses during GAN training 

Since the GAN model comprises two neural network models, understanding its 

behavior is highly complex. It is irregular, with highs and lows at seemingly ran-

dom points (cf. [43]). 

Conclusion and future work 

The literature review, which describes the most widely used methods over time for 

artificial image generation, shows that GANs are effective models in this task to 

date, being successfully implemented in different domains. Despite the fact that 

they were recently proposed and the challenges their implementation represents, 

they show promising results. The more they are investigated, the more possibili-

ties open up in the world of AI. One of the main challenges that were observed not 

only in research papers but also in experiments like the one presented above in 

Section 6, is the high computational power that they require. The higher the com-

putational power, the better the quality and realism of the generated images. 

In addition to the above, there is a large open area of research on the functioning 

of the GAN. The reason for the behavior they display during training is still un-

clear. For example, it is unknown why securities sometimes trigger when measur-

ing their losses. Despite the above, it is only known that the images generated im-

prove as the training progresses. 

The metric for evaluating an artificial image is a significant limitation. Assessing 

whether an image looks realistic represents a high level of complexity for the hu-

man eye. Many papers resort to multiple attempts to measure it. Some use 
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quantitative metrics, while others focus more on the human side with qualitative 

measures. 

As future work, it is planned to analyze, evaluate, and implement a GAN archi-

tecture with the objective of simulating the age progression in the facial images of 

Mexican women reported missing. The idea is to visualize their appearance after a 

lapse of 10 to 20 years of adulthood. With this, it is intended to use GANs as a DA 

technique to create robust image sets that allow training artificial intelligence al-

gorithms to help find missing women. 

Code repository 

A repository that contains the code implemented for the generation of artificial 

faces is presented below, where is available a Jupyter Notebook that shows the re-

sults of each compiled code block. 

https://github.com/BlancaECS/Face_genera-

tion/blob/5584e7fb9c7041353182151174407aa487048d53/FirstFace_GAN.ipynb 
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