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Text Classifier of Sensationalist Headlines  m)
in Spanish Using BERT-Based Models Sthas

Heber Jesus Gonzalez Esparza, Rogelio Florencia, José David Diaz Roman,
and Alejandra Mendoza-Carreon

Abstract Information technologies play a crucial role in keeping society informed
during global events like pandemics. However, sensational headlines can negatively
impact public perception and trust in institutions. In this chapter, several BERT-
based text classifiers were developed to classify sensational and non-sensational
health-related headlines in Spanish. The models were fine-tuned on almost 2000
headlines from major Mexican newspapers, achieving up to 94% F1-Score and accu-
racy. This demonstrates the effectiveness of machine learning techniques in detecting
sensationalism in news headlines.

Keywords Natural language processing - Machine learning - Deep learning *
Sensationalism - Short-text classification

1 Introduction

Global pandemics are among the most significant challenges society faces. One of
the most important roles when a health crisis occurs is to inform and educate the
public on ways of mitigating it [1]. Still, several studies suggest that news coverage
about health-related issues does not always pursue this objective [2-5].

In recent years, with more competition than ever, there has been a growing trend
among news outlets of packaging news articles in headlines that attempt to capture
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people’s attention. This inclination has sometimes been pushed to the limit, resulting
in headlines that are inaccurate, misleading, or too emotional.

A sensationalist headline emphasizes elements that could provoke emotional
responses rather than focusing on factual information that is valuable to readers
[6]. This presents a problem because headlines can significantly shape the reader’s
worldview [7]. When dealing with health-related issues, for example, an emotional
or misleading headline can lead to a change in people’s decision-making and their
trust in institutions [8, 9].

One of the most important branches of computer science is Natural Language
Processing (NLP). Some NLP techniques take advantage of Machine Learning (ML)
algorithms for their development, which can be faster and cheaper than doing them
manually [10]. This makes ML models a very effective tool when dealing with tasks
involving human languages, such as sentiment analysis or text classification [10].

Bidirectional Encoder Representations from Transformers (BERT) is a simple and
powerful language representation model that can be used for many different NLP
tasks, like text classification [11]. BERT is one of the most popular deep learning-
based language models and has been described as a ‘quantum leap’ in the artificial
intelligence and NLP fields [12]. Other models based on its architecture have also
been proposed, improving performance in some scenarios.

Only a few projects in Spanish have taken advantage of NLP techniques for
developing systems that automatically identify news headlines, even less so when
dealing with sensationalism. This chapter presents three text classifiers for detecting
sensationalist headlines in Spanish. These models were generated using several
BERT-based models and fine-tuned with data collected and labeled manually for
this project.

This chapter is structured as follows: Sect. 2 describes the theoretical background
of the project. Other projects with similar objectives and comparable approaches
are presented in Sect. 3. Section 4 describes the process of collecting, labeling,
and analyzing the data used to train and validate the models. It also describes the
methods used to build and fit the models, while the performance of the classifiers can
be found in Sect. 5. Finally, Sect. 6 concludes the chapter by describing the strengths
and limitations of the project.
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2 Background

This Section defines crucial concepts necessary for a better understanding of the
problem and, therefore, the proposed solution. Section 2.1 describes the usage of the
term ‘sensationalism’ in various contexts and the way it can be a harmful kind of
journalism. Section 2.2 presents a brief explanation of BERT-based models.

2.1 Sensationalism

When dealing with problems as big as global pandemics, news coverage on these
subjects becomes a critical element for solving these issues properly. Emotional tone
in news stories can be a decisive factor in influencing people’s risk perceptions,
attitudes, and behaviors towards health-related topics [8].

The current market-driven state of mass media has led to health-related news being
exaggerated or ‘sensationalized’, aiming to attract and hold the public’s attention.
Many different contexts make use of the term ‘sensationalism’. Some authors define
it as a type of journalism aimed at the popular classes, where violence, pornography
and tragedy are the norms. The most important thing for a sensationalist journalist is
to gain the reader’s attention, even if the facts themselves are compromised [13, 14].

Still, there are other circumstances in which this term is also used. One of these
cases is when describing the kind of journalism that uses stylistic techniques to
provoke emotions, including excitement, fear, and astonishment. The word ‘sensa-
tionalism’ is also used to reference the ‘discursive strategy’ of packaging informa-
tion into headlines with the intention of making the news look more interesting,
extraordinary, or relevant [6].

Given the fact that the definition of ‘sensationalism’ heavily depends on context,
a more concise description was needed. With the intention of limiting the definition
of the term, a list of criteria selected using the opinion of many different authors [5,
6, 15—-18] was selected. A headline would be considered sensationalist if it met at
least one of the following:

Omit words that can represent uncertainty (such as ‘could’ or ‘might’).
Dramatize the information by implying that it was previously hidden from the
public (e.g., ‘Are we about to witness the end of Britain?”).

e Make use of superlatives or other extreme words to exaggerate the headline (such
as ‘miracle’ or ‘revolutionary’).

e Make use of vivid metaphors to gain the reader’s attention (e.g., referencing
zombies in the case of an infectious outbreak).

e Make use of capital letters to emphasize words that can gain the reader’s attention
(such as ‘HISTORIA’ in Spanish or ‘HISTORY in English).

e Make use of narratives where two groups are opposed to each other (e.g., ‘them’
versus ‘us’).
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e Make use of words that are susceptible to alarm people without the need to
use them, such as (in Spanish): ‘Apocalyptic’ (‘Apocaliptico’), ‘Emergency’
(‘Emergencia’), ‘Alarm’ (‘Alarma’), ‘Crisis’ (‘Crisis’), ‘Chaos’ (‘Caos’), etc.

As a disclaimer, every single one of the characteristics listed above should not be
considered as ‘definitive’. The idea of which headlines can be regarded as sensation-
alist is far from being universally accepted. All criteria written here are subject to
verification, as the classification of a sensationalist headline depends heavily on the
perception and opinion of each reader.

2.2 BERT-Based Models

BERT is a very popular deep-learning model developed by Google that is based on
a neural network known as Transformer [11]. A Transformer, first described in [19],
is a combination of two different concepts: Convolutional Neural Networks (CNN)
and the Attention mechanism, making models based on Transformers able to learn
contextual relationships between words in a text. Transformers were developed as an
alternative to Recurrent Neural Networks (RNN) for NLP tasks, primarily because
of RNN’s lack of ability to parallelize work and poor performance when dealing
with long sentences [20]. Even though Transformers were first intended to be used
in translation tasks, several studies have shown that many other NLP tasks, such as
text classification, sentiment analysis, emotion recognition, and spam detection, can
be performed with very good results using the Transformer architecture, and more
specifically the BERT model [12, 21, 22].

One of the key features of BERT is its ability to process text bidirectionally.
Meaning that it considers the context of a word in relation to the words that precede
and follow it, allowing it to capture the full meaning and context of a sentence. This
contrasts with traditional NLP models, which only consider the context of a word in
relation to the words that precede it.

The two steps that can be found in the BERT framework are pre-training and fine-
tuning. For pre-training, BookCorpus and the English Wikipedia were used as the
corpus (around 3,300 M words combined) for the English version of BERT, enabling
it to grasp language patterns. This is done by making use of two unsupervised tasks:
Masked-Language Modeling (MLM) and Next Sentence Prediction (NSP).

For MLM, the model must predict the 15% of the words of a sentence that were
randomly masked at the beginning of the process. This characteristic is what allows
BERT to learn a bidirectional representation of the sentence. In the NSP task, the
model takes as an input two masked sentences and then must predict if they were
next to each other in the original text.

For fine-tuning, task-specific inputs are needed to get better results in the NLP
task that the project is aimed to perform. In this case, the fine-tuning step was made
using the sensationalist headlines dataset presented in this chapter.
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BERT = Stack of encoders

! E1 E2 ENl E12| —=
; <SEP> /

Fig. 1 Diagram representing the BERT architecture

When first released in 2018, BERT had two different versions: BERT-Base and
BERT-Large, both of which had ‘uncased’ and ‘cased’ variants (in the uncased
version, ‘John Smith’ would become ‘john smith’, while in the cased version this
does not happen). BERT-Large makes use of a 24-layer model with 16 attention
heads, whereas BERT-Base’s model is ‘only’ 12-layer and has 12 attention heads.

Like the original Transformer encoder, BERT takes a series of words as input. For
its functioning, each input must start with the special token [CLS] and be separated
by [SEP]. Each layer of encoders then applies the Self-Attention mechanism before
passing its results to the next encoder. This generates a vector of size hidden_size
(768 in BERT-Base), as seen in Fig. 1. The resulting vector can now be used in many
different NLP tasks, including text classification.

Many other models based on the BERT architecture have been proposed to
improve performance on specific tasks. In this chapter, experimentation was carried
out using three pre-trained models based on BERT:

e Multilingual BERT-Base [23]: Pre-trained in the top 104 languages with the
largest Wikipediaes (including several romances languages, such as French,
Portuguese, and Spanish), it delivers slightly worse results than the single-
language models of BERT (such as English or Chinese versions). Everything
previously stated about BERT is also true for this model, as it is only a multilingual
version.

¢ BETO-Base (Spanish Pre-trained BERT model) [24]: A variant of BERT-Base
that was pre-trained in a large Spanish corpus making use of the Whole-Word
Masking (WWM) technique. In some cases, it has provided better results than the
multilingual version of BERT [25].

o XL.M-RoBERTa-Base (Robustly Optimized BERT Pre-training Approach)
[26]: This is a multilingual model that was pre-trained in 100 different languages
in a self-supervised way [27]. It is based on ROBERTa and XLLM. RoBERTa is a
variation of the BERT model that tries to optimize it by using more data, larger
batches, and longer training than its predecessor [28]. On the other hand, XLM
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is an extension of BERT with two additional purposes: Translation Language
Modeling (TLM) and Cross-lingual Language Modeling (XLM). This allows the
model to be trained on parallel sentences in different languages and monolingual
sentences in other languages.

3 Related Work

In this Section, a description of other projects with similar goals to the ones described
in this chapter is presented.

Most of the efforts in NLP over the years have been made having the English
language in mind. For this reason, only a few advancements in this area have been
accomplished in languages other than English, like Mandarin or Spanish [29-32].

There are a few projects that tackle the text classification task with the usage of
ML algorithms, such as Bag of Words or Word2Vec in Spanish, though few, it’s
important to remark on the existence of several projects that do. Some projects even
use some pre-trained model based on BERT as a way of solving their problems.

In [32] sensitive data on several clinical datasets in Spanish was automatically
anonymized. They used two datasets for their project, both of which comprised
of plain text that contained clinical narrative and manual annotations of sensitive
information. To generate the model, they made use of the Base Multilingual Cased
version of BERT and the PyTorch library. After following two different experiments,
each one with different tasks, F1 Scores between 0.925 and 0.979 were obtained.

Another project that used BERT to solve a problem involving natural language
can be found in [31]. It consisted of a sentiment analysis task of comments on the
Google Play Store. For the fine-tuning task, 15,985 comments were gathered from
the 15 most downloaded education apps on the Google Play Store, such as Google
Classroom or Duolingo. The generated model got a 0.8 F1-Score when classifying
between negative, neutral, and positive comments.

Also, in [33], aggressiveness in Mexican social media was detected using the
same three models as the text classifiers presented in this chapter: Multilingual
BERT, XLM-RoBERTa, and BETO. Their model was fine-tuned using the MEX-
A3T dataset, which consists of more than 7,000 tweets written by Mexican Spanish
Speakers (2,110 of which were labeled as aggressive), as well as the OffensEval [34]
data and the HatEval [35] Spanish subset for some experimentation. They used a test
set of 3,143 elements, achieving an F1-Score of 79% in their best model.

Even though said projects do not tackle the same problem as the one described
in this chapter, other solutions that do can be found in the English language. In
[36], a model for quantifying scientific quality and sensationalism of news records
mentioning pandemics was built. The sensationalism of news records was measured
with the usage of a tool that identified sensationalism through surveys and focus
groups that was also partially used in this project [6]. They built a maximum entropy
model using a random sample of 500 news records as a training set and then applied
the regression to 10,000 randomly selected news records that mentioned pandemics.
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The resulting model reached an accuracy of 73% when scoring sensationalism in a
testing set consisting of 200 records.

Another project that tackles the same problem was developed during the 2017
edition of Google’s annual program, Summer of Code. In this solution [37], they
built a non-linear Support Vector Machine (SVM) model. It used features such as
punctuation counts, average sentence length and the number of caps letters in a news
record to classify them as sensationalist or non-sensationalist. Using a dataset of
16,000 elements, an F1-Score of 0.82 was achieved through a 5-fold cross-validation
when training the model only on headlines.

4 Dataset and Methods

Searching the web for a sensationalist and non-sensationalist headlines dataset did
not go well, as no dataset that fitted the needs of the project was found. Even less so
when searching for a dataset that contained elements in Spanish. As is well known,
a vast quantity of data is needed to develop an ML text classifier. With no valuable
data to be found on the internet, the decision to collect and manually label the data
was taken. Section 4.1 presents the procedures taken for the gathering and labeling
of the data necessary to train and validate the model, while Sect. 4.2 describes the
generated dataset and its content.

4.1 Data Gathering and Data Labeling

The first requirement necessary before gathering the headlines was to really under-
stand what patterns can be found in sensationalist headlines. As the classification was
binary (whether a headline can be considered or not as sensationalist), a headline
would be classified as sensationalist if it met one or more of the criteria listed in
Sect. 2.

The first step in the gathering process was selecting which news outlets should
be considered for the collecting process. In this case, two factors were considered to
choose the news sources:

1. Reputation of the news outlet.
2. How easy its website makes it to search and collect headlines.

Among the most important news outlets in Mexico, the ones that had a website that
facilitated the data gathering task were Milenio (www.milenio.com) and El Universal
(www.eluniversal.com.mx), so, they were both selected for those reasons.

Even though having a good reputation is not an exclusion from being some-
what sensational, a more popularly known news media for its sensationalism could
be helpful while gathering this kind of headlines. One of the most prominent and
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‘colorful’ news outlets in Mexico is known as ‘La Prensa’ (www.la-prensa.com.mx),
and it was also selected.

Following the process of the collecting task, a range of dates on which the head-
lines would be considered had to be set. To capture as much of the recent events
regarding the COVID-19 pandemic as possible, the range of dates that was selected
started on the first of January of 2020 and ended on the first of June of 2022.

As the main objective of this project was to build a machine learning model capable
of classifying sensationalist and non-sensationalist headlines regarding health-related
issues, the list of topics considered when gathering the headlines focused on (but were
not limited to) these subjects:

New cases and accumulated cases of a disease or medical condition.

New deaths and accumulated deaths caused by a disease or medical condition.
Discoveries regarding health-related issues (such as new treatments).

Measures taken by government officials regarding a disease or medical condition.
Economic or social consequences caused by a disease or medical condition.
Vaccines.

Web Scrapping techniques were considered, but the decision not to use them came
from the fact that manual selection would still be needed. The tasks regarding the
collection and labeling process varied from site to site but can be summarized in the
next steps:

1. Make use of the site’s search engine to search for articles containing different
keywords, such as ‘coronavirus’, ‘cancer’, ‘vaccines’, or ‘dengue’.

2. Set the date range for the search. Usually, it was done month by month, starting
with January of 2020 and ending with June of 2022.

3. If the site allowed it, the search was made featuring the most popular articles
first. If not, the chronological order was used.

4. Read each headline and manually determine if it met any of the criteria described
in Sect. 2, then label it accordingly.

5. Copy the data to a Comma Separated Value (CSV) file.

All data collected was organized into five different columns in the CSV file, four
of which were gathered from the news outlets’ websites, including the following:

‘encabezado’: The headline, in plain text.

‘fecha’: The date the article was published (in format DD-MM-YYYY).

‘fuente’: The news outlet from which the headline was gathered, in plain text

(‘universal’ for El Universal, ‘milenio’ for Milenio and ‘laprensa’ for La Prensa).
e ‘enlace’: A link to the article featuring the headline.

The fifth and last column featured in the dataset, ‘clase’, can have two different
values: ‘1’ if the headline was considered sensationalist, and ‘0’ otherwise.

Given the fact that the COVID-19 pandemic took place in the entirety of the
date range selected for this project, and because of its social, political, and medical
relevance, most of the headlines collected in the process referenced, in some level,
the Coronavirus disease and its consequences.
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Table 1 Samples from the dataset

Headline (original) Headline (translated to English) Class
“Es un trabajo dificil, muy triste y “It’s a difficult job, very sad and 1
desgarrador”: enfermera de Hubei sobre | heartbreaking”: Hubei nurse on coronavirus
brote de coronavirus outbreak

Coronavirus genera temor en Europay | Coronavirus generates fear in Europe and 1
paraliza a Italia paralyzes Italy

“iMatenla!”, pide hombre en Honduras | “Kill her!”, asks a man in Honduras for an 1
para presunta enferma de coronavirus alleged coronavirus patient

(México...inmune al COVID-19? Mexico...immune to COVID-19? 1
Parecia el Apocalipsis zombie: It looked like the zombie apocalypse: man 1
tampiquefio que regresé de China por from Tampico who returned from China due
coronavirus to coronavirus

Por coronavirus, intensifican medidas Due to coronavirus, preventive and hygiene |0
preventivas y de higiene en el Metro measures are intensified in the Metro

Ebrard anuncia red de América Latina Ebrard announces Latin American network |0
para investigar coronavirus to investigate coronavirus

OMS retine a 400 expertos para estudiar | WHO brings together 400 experts to study 0
coronavirus coronavirus

Episcopado mexicano hace Mexican Episcopate makes 0
recomendaciones ante Coronavirus recommendations against Coronavirus

La Organizacién Mundial de la Salud The World Health Organization opens an 0
abre cuenta en TikTok para informar account on TikTok to report on the

sobre el coronavirus coronavirus

The data collection task only aimed to gather sensationalist and non-sensationalist
headlines from the selected newspapers in no particular order or pattern. So, as a
disclaimer, all data gathered, labeled, and present in the dataset do not intend to
represent the quality of the news coverage each news outlet can offer.

Table 1 contains ten samples drawn from the dataset. The first column shows the
headline of the source (in Spanish). The second column is an English translation
of each headline. The third column indicates whether a headline was considered
sensationalist (1 for sensationalist and O otherwise). Columns 1 and 3 were used to
train the text classification models.

4.2 Data Analysis

In total, 2,200 headlines were collected and labeled, 1,080 of which were labeled as
sensationalist and 1,120 as non-sensationalist. This means the dataset has a nearly
50/50 ratio between its classes and therefore can be considered balanced, as shown
in Fig. 2.
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= Non-sensationalist headlines = Sensationalist headlines

Fig. 2 Ratio between sensationalist and non-sensationalist headlines in the dataset

Figure 3 shows the distribution of sensationalist and non-sensationalist headlines
among the three news outlets selected for this project. 502 headlines were collected
from ‘La Prensa’ (www.la-prensa.com.mx), representing 23% of the dataset. Among
those 502 headlines, 320 were manually classified as sensationalist (64%), while the
remaining 182 were not (36%). In the case of ‘El Universal’ (www.eluniversal.
com), 395 of the headlines gathered from this outlet were classified as sensationalist
(47.6%) and 434 were classified as non-sensationalist (52.4%), making up 37% of
the dataset. Regarding the headlines gathered from ‘Milenio’ (www.milenio.com),
that represent a 40% of the dataset, 366 of them were classified as sensationalist
(42%) and the remaining 503 were not (58%).

After the lemmatization process and the removal of stop words from the dataset,
Figs. 4 and 5 display the most used words found in each class. Both classes feature

B Non-sensationalist
B Sensationalist

Milenio Universal
40% 37% 23%

Fig. 3 Class distribution among the news outlets
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Fig. 4 Most used words in sensationalist headlines from the dataset

a large quantity of headlines of news articles regarding the COVID-19 pandemic
coverage. Proof of this can be found in the fact that, in both cases, the two most
used words are ‘coronavirus’ and ‘covid’, adding up to 1675 combined. In the case
of sensationalist headlines, the words ‘pandemia’ (‘pandemic’), ‘riesgo’ (‘risk’) and
‘contagio’ (‘contagion’), make up the rest of the five most used words. The words
‘caso’ (‘case’), ‘México’ (‘Mexico’) and ‘vacuna’ (‘vaccine’) do the same for the
non-sensationalist headlines.

Figures 6 and 7 show the word clouds of each class, which highlight the most
frequent words in each class by size.
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Fig. 6 Word cloud of
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4.3 Model Generation and Fine-Tuning

In this Section, a detailed explanation of the procedures taken to generate, train and
validate the text classification models is presented.

For the development of the text classifiers, different Python libraries were used to
manipulate the data and generate the ML model, such as pandas and sklearn. Besides
those, one of the most important libraries for this project is ktrain. It is a wrapper of
other libraries, like TensorFlow and transformers, that aims to help build, train, and
deploy machine learning models [38].

Algorithm 1 describes the implementation of the multilingual BERT text classifier.
Algorithm 2 describes the operation of the BETO and XLM-RoBERTa text classifiers.
They comprise the entirety of the tasks needed to manipulate the data and generate
the model, including the creation of a data frame object, splitting the data into three
different sets, preprocessing said data and generating, training, and validating the
text classifier.!

! https://github.com/gonzalezheber/Text-classifier-of-sensationalist-headlines-in-Spanish-using-
BERT-based-models.
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Algorithm 1. Pseudocode of the Multilingual BERT text classifier.

In: Set of news headlines previously labeled as sensationalist
and non-sensationalist
Out: A text classifier capable of classifying sensationalist
and non-sensationalist news headlines
# reading the dataset in a pandas dataframe
1. df « pd.read(‘headlines dataset.csv’)
2. df < df.drop_column(‘link’, ‘source’, ‘date’)
# creation of training, testing and validation sets
3. training_set, validation_set, testing_set «
train_test split(df)
# converting sets into bert features using ktrain
4. preprocess_mode « ‘bert’
5. class_names «— ['0', '1']
6. training_set_bert, validation_set_bert, preproc «
texts_from array(training_set, validation_set,
class names, preprocess mode, ‘es’)
# getting a text classification model and a learner in-
stance from ktrain
7. model « text classifier (preprocess mode, train-
ing set bert, preproc)
8. learner « get_ learner (model, training set bert, valida-
tion set bert)
# finding the best learning rate to train the model
9. learning_rate « learner.lr find( )
10. learner.autofit(learning rate)
# validation process
11. confusion_matrix < learner.validate(validation set bert)
12. metrics « calculate metrics(confusion matrix)
13. print(metrics)
# getting a predictor instance to make predictions on un-
labeled data
14. predictor < get_predictor( learner.model, preproc)
# making predictions on the testing set and getting met-
rics
15. predictions « predictor.predict(testing set)
16. metrics « calculate metrics (predictions)
17. print(metrics)

Line 1 of Algorithm 1 deals with the process of creating a data frame object using
the pandas library. This object was named df and contained all the collected head-
lines, as well as a label that determined if a headline was considered sensationalist
or not. The link, date, and publisher of each news article were also included in the
data set.

Given the fact that the only two columns necessary to train and validate the
proposed ML model were the headline itself and the label, Line 2 deals with the
process of dropping the rest of the described columns from the df object.

As seen in Line 3, the data frame object is divided into three different sets: a
training set, a validation set, and a testing set. The testing set contained 10% of the
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proposed dataset (220 headlines) and was used to evaluate the model once the fine-
tuning phase was finished. On the other hand, training and validation sets comprise
the remaining 90% (1980 headlines). This is done by using the sklearn function
train_test_split, and its purpose is to allow a good validation process.

In Lines 4-6, the first usage of the ktrain library can be seen with the usage of
the text_from_arrays function, which loads and preprocesses text data from arrays.
This function has several parameters, two in particular that determine that the task
needed at the time is text classification using the BERT model: class_names (if
empty, a regression task is assumed) and preprocess_mode (with three possibilities:
‘standard’, ‘distilbert’ and ‘bert’). This function also takes as parameters the training
and validation sets generated in Line 3. It is also important to mention that the ‘lang’
parameter is used to define the language. This parameter can be autodetected, but in
this case it was manually set to ‘es’ (Spanish).

This function provides a way of preprocessing the text using a method called Word-
Piece tokenization, a technique that splits words into smaller elements (called word-
pieces). Other preprocessing, such as lemmatization or stop word removal, is gener-
ally unnecessary when dealing with models based on the Transformer architecture,
as its usage can cause a loss of context.

Lines 7 and 8 make use of two very important functions in the development of a text
classifier using the ktrain library: text_classifier and get_learner. The text_classifier
function builds and returns a text classification model and takes as arguments the type
of text classifier needed (in this case, ‘bert’), the training data, and a preprocessing
variable (preproc) that was generated in Line 6. On the other hand, the get_learner
function returns a Learner instance that can be used to train and tune Keras models
(such as in this case). It takes as arguments the model just generated (model) and the
training and validation data.

One of the advantages of using ktrain to generate, train and validate a machine
learning model is the availability of the Ir_find function, as it simulates training and
then plots loss as the learning rate is increased. The function works by training a
model on a small portion of the data using a range of learning rates. Then, it plots
and determines the learning rate that results in the lowest loss. According to the
ktrain library documentation, which can be found on [39], the highest learning rate
that corresponds to a still falling loss (as displayed in the resulting plot) should be
chosen. In this case, and with the attribute suggest set to true, the resulting plot can
be seen in Fig. 8, with the red and purple dots representing the suggested learning
rates by the function for the training phase.

To train the generated model, the autofit function is used, as seen in Line 10.
In the case of this project, and following the suggestion found in Fig. 8, a learning
rate of 4.01e-6 was chosen. The autofit function automatically sets early_stopping
enabled at patience = 5, meaning that training will automatically stop after five
epochs with no improvement in validation loss. In the same way, reduce_on_plateau
is also automatically enabled at patience = 2, which reduces the learning rate when
validation loss does not improve after two epochs. Both early_stopping and reduce_
on_plateau are optional parameters in the aufofit function and can be edited if needed.
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Lines 11-13 deal with the validation process of the model, which is done by
making use of the validate function, which is also part of the ktrain library. This
function takes as an argument the validation set that was generated in Line 6 and
returns a confusion matrix. After following several processes regarding the metrics
selected for validating this project (such as precision, recall and F1-Score) and using
the resulting confusion matrix, these metrics were calculated to then be displayed in
a classification report, as seen in Line 13.

Finally, in Line 14, a predictor instance is created with the purpose of making
predictions on unlabeled data. The get_predictor function takes as an argument the
previously trained Keras model and the same preproc variable declared in Line 6,
which was also used in several other lines during the process. This predictor instance
can be saved to disk and then be reloaded as part of other applications using a function
called load_predictor.

The creation of the predictor instance is of help when dealing with the last part
of Algorithm 1, seen in Lines 15-17. These lines have the objective of testing the
resulting model by using the training set generated in Line 6. The predict function
in Line 15 saves an array of predictions in the predictions variable that can then
be compared to the actual labels on the testing set. This process is done in Line 16
and, after following a similar approach as the one described in Line 12, the chosen
metrics are displayed in a classification report in Line 17. Results regarding the
testing process can be found in Sect. 5.

Algorithms 1 and 2 are similar. The first few lines of Algorithm 2 follow the
same idea as those of Algorithm 1. The first change is introduced in Line 5 where
the Transformer function used to create a Transformer object is used. It takes as
arguments the name of the Hugging Face pretrained model to use and the class
names, along with some hyperparameters like batch_size and maxlen. After some
experimentation, maxlen was set to 128 in both text classifiers, while batch_size was
set to 16.



Text Classifier of Sensationalist Headlines in Spanish Using ... 125

Algorithm 2. Pseudocode of the BETO and RoBERTa text classifiers.

In:

Set of news headlines previously labeled as sensationalist

and non-sensationalist
Out: A text classifier capable of classifying sensationalist and
non-sensationalist news headlines

N

~

10.
11.

12.

13.
14.

15.

16.
17.

18.

# reading the dataset in a pandas dataframe

df «— pd.read(‘headlines dataset.csv’)

df < df.drop_column(‘link’, ‘source’, ‘date’)

# creation of training, testing and validation sets

training_set, validation_set, testing_set «
train_test split (df)

# creating a Transformer object
class_names « ['0', '1']

transformer « text.Transformer (‘roberta/beto’,
class _names)

# preprocessing the training and validation sets
train « transformer.preprocess_train(training_set)
val « transformer.preprocess_test(validation set)
# creating a classifier object

model « transformer.get classifier( )

# getting a learner instance from ktrain

learner « get_ learner (model, train, val)

# finding the best learning rate to train the model
learning_rate « learner.lr find( )
learner.autofit(learning rate)

# validation process

confusion_matrix « learner.validate (validation set bert)
metrics « calculate metrics(confusion matrix)
print (metrics)

# getting a predictor instance to make predictions on unla-
beled data

predictor « get predictor(learner.model, transformer)

# making predictions on the testing set and getting metrics
predictions « predictor.predict(testing set)

metrics « calculate metrics (predictions)

print (metrics)

In this case, preprocessing was made in Lines 6 and 7 by using the preprocess_
train and preprocess_test functions. These two functions return objects that can be
used by the classifier object model created in Line 8 with the get_classifier function.
The model object is based on the Transformer object transformer created earlier, so
it will use the previously selected pre-trained model, maxlen, batch_size, and class_
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names as the Transformer. Lines 9-18 are very similar to Algorithm 1, except for
Line 15, where the predictor instance is created using the transformer object created
in Line 5 instead of the prepoc variable used in Algorithm 1. The resulting plots from
the Ir_find function for both classifiers are displayed in Figs. 9 and 10.

5 Results

Performance was evaluated using the test set containing 10% of the data set (220
headlines). Table 2 shows the results obtained by each of the models. The first
column shows the name of the three models (Multilingual BERT, BETO, and XLLM-
RoBERTa). Columns 2, 3, and 4 show each class’s F1 score, precision, and recall,
where 1 represents sensationalism (the class of interest) and 0 otherwise.

The experimentation results showed that the three text classifiers reached
an accuracy above 90%. The classifier that obtained the highest accuracy was
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Table 2 Results of the BERT based models after fine-tuning

F1 score Precision Recall Accuracy
Model 1 0 1 0 1 0
Multilingual BERT 0.93 0.93 0.92 0.94 0.94 0.92 0.93
BETO 0.93 0.93 0.95 0.91 0.91 0.95 0.93
XLM-RoBERTa 0.94 0.94 0.92 0.96 0.96 0.92 0.94

XLM-RoBERTa with 94%, BETO reached 93%, and multilingual BERT obtained
93%.

Predicting class 1, XLM-RoBERTa achieved 96% on the recall metric, Multilin-
gual BERT 94%, and BETO 91%. When predicting class 0, BETO achieved 95%,
XLM-RoBERTa 92%, and Multilingual BERT 92%.

Regarding the precision metric, XLM-RoBERTa and Multilingual BERT reached
92% and BETO 95% in class 1. When predicting class 0, they reached 96%, 94%,
and 91%, respectively.

In the F1-Score metric, the best performance was XLM-RoBERTa with 94%, and
BETO and Multilingual BERT achieved 93% in class 1 and 94%, 93%, and 93%,
respectively, in class 0. A graphic way of showing the results can be seen in Figs. 11,
12 and 13, where the three confusion matrices of the 220 predictions made by each
model during the testing phase are presented.

Fig. 11 Confusion matrix of
the multilingual BERT
model

Predicted



128 H. J. Gonzélez Esparza et al.

Fig. 12 Confusion matrix of
the BETO model

Predicted

Fig. 13 Confusion matrix of
the XLM-RoBERTa model

Predicted

6 Conclusion

This project explored the problem of detecting sensationalism in written media using
three pre-trained models based on the BERT architecture. Previous projects with
similar goals focused on detecting sensationalism in news articles written in English.
However, with the performance that BERT-based models can offer in other languages,
good results can be obtained in classifying news headlines in Spanish.

The experimental results showed that the classifiers presented in this chapter
achieved accuracy and F1-Score metrics of 94%, indicating that the models could
identify both sensational and non-sensational headlines. Additionally, the classifiers
performed well on other metrics, such as accuracy and recall.

The results demonstrate that the tools presented in this chapter have the potential
to be used in real-world applications that can help users discern between credible
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and sensational sources of information. Therefore, it allows them to make informed
decisions about the sources they trust and consume.

As future work, a multiclass classification can be used. Instead of relying on a
binary classification, different levels of sensationalism can be determined depending
on a set of criteria. This could be potentially helpful if the model’s goal is to detect
the most harmful headlines from the somewhat sensationalist ones. As one of the
main goals of this project was to automatically detect sensationalism in health-related
topics, the criteria selected for gathering and labeling headlines was targeted in that
direction. Different criteria can be applied to classify news headlines regarding other
subjects, such as politics or sports.

Despite limitations (such as a binary classification and the somewhat limited size
of the dataset for this type of task), the models presented in this chapter represent
an important step forward in promoting the consumption of credible and trustworthy
information. It also demonstrates the potential of machine-learning in combating the
spread of sensationalism in written media.
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chapter depends on additional review.

Before you upload the revision, you should:

(a) Check all requirements and guidelines have been met as outlined in the Manuscript Preparation
guide: https://www.springer.com/de/authors-editors/book-authors-editors/resources-guidelines/book-
manuscript-guidelines/manuscript-preparation/5636 (see section "Chapters").

(b) Use the Word/LaTeX template provided for book chapters. Also, note that "Studies in Big Data"
follows the reference style "MathPhys," using reference numbers in square brackets sequentially by
citation. We encourage the authors to provide the DOI of the references. For your convenience, | have
shared a folder with the (LaTeX and Word) templates and a brief description of the reference style
(https://drive.google.com/drive/folders/1HJSs5s203C1WGRO95agZfcqoondCOyDW?usp=share link).
(c) Consider an extension of 10,000-16,000 words for the full manuscript.

(d) Ensure proper use of the English language, formal grammatical structure, and correct spelling and
punctuation. If necessary, consult a professional (e.g., https://www.proof-reading-service.com/).

(e) Provide the information of all the chapter authors in the EasyChair Platform.

(f) Consider the possibility of including (or making publicly available) the code and data (e.g., using
GitHub or GoogleColab). The purpose of this suggestion is to promote transparency and reproducibility.

We would like to point out that Remarks (c) and (f) are not mandatory but preferable and much
appreciated.

Thank you for your interest and diligent work in your contribution to "Data Analytics and Computational
Intelligence: Novel Models, Algorithms and Applications," | greatly value your manuscript and look
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forward to seeing your revision! If you have any questions, please do not hesitate to contact me, Gilberto
Rivera, at gilberto.rivera@uacj.mx (with a copy to gilberto.rivera@eurekascommunity.org).
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——————————— Overall evaluation -----------
SCORE: 2 (Accept after minor revision)

This project is innovative because it is working with headlines in Spanish and for this purpose a new
extensive database has been created. But with respect to this there are some points to comment:

1. The data could have been extracted automatically, using web scrapping.
2. To annotate them, no tool is mentioned that simplifies the process, such as Prodigy (https://prodi.gy/).

This would speed up the process and metadata such as the person who annotated them or the exact
date could be stored.

Taking this into account, it could have been made faster allowing to annotate a larger dataset.
Regarding training and model selection there are also several things to comment:

1. The best learning rate is searched, but nothing is commented about other hyperparameters such as:
dropout, learning rate, batch size, optimizer type, etc.... It would be convenient to make a complete
hyperparameters search. Tools such as Weights & Biases (https://wandb.ai/site) or MLflow
(https://mlflow.org/) can be used for this purpose.

2. There are other multilingual models that could be better such as: RoBERTa, XLNet, ALBERT, etc, ...

3. There is also a specific model for Spanish called BETO (https://github.com/dccuchile/beto), which
usually works better than the multilanguage ones.

Combining these models and doing a correct hyperparameter search should improve the results.

| consider that it is a minor revision because the problem could be studied in more depth. This would
require some extra studies, such as the search for hyperparameters and the use of other models, even if
they give worse results.
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——————————— Overall evaluation -----------
SCORE: -2 (Weakly reject)

The paper presents a model to classify headlines into “sensationalist” or “not sensationalist”, the model is
based on BERT framework.

The idea to provide a tool to know whether news are sensationalist is good, however the methodology
to build the model has some flaws.

| suggest rethinking the features of the dataset, are they enough to know whether a news is
sensationalist? The date, the url, or the media are relevant? | suggest analyzing the words and their
correlation to the class.

What is the training of the labeling team? Are they students? Are they journalist (or something like that?
How did you state a headline is sensationalist or not?

I would like to see examples of the dataset

There are many steps in building a machine learning, such preprocessing and cleaning data, | think there
are several steps missing. | would like to see the NLP process. How did you conduct lemmatization and
stop-words removal?

In a scientific paper, the theoretical concepts, ideas, and fundamentals of decisions must be presented,
instead to describe code.

The related work must be analyzed deeply

The abstract must provide an overview of the entire paper, from the introduction until conclusions.

Some presentation issues:

The abstract should be just one paragraph.

The paper does not fulfil the format.

First paragraphs of section 2 and section 3 are irrelevant, please delete.
Referencing and numeration of figures are incorrect.

Most of the figures do not provides much information.

La informacién contenida en este correo electronico y anexos, esta dirigida Unicamente para el uso del
individuo o entidad a la que fue dirigida y puede contener informacion propietaria que no es de dominio
publico. Cualquier uso, distribucién o reproduccion de este correo que no sea por el destinatario de
intencion, podria vulnerar la normatividad aplicable.
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