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1 Introduction 

The artificial intelligence field is one of the focuses of industry 4.0. It has been 
used for varied applications like robotic implementations [1], object recognition 
[2], and maintenance tasks [3]. Classification and object recognition are subjects 
of interest for developing novelty devices to provide assistive technology for visual 
impairment. 

Vision problems correspond to all those ailments and physical problems related 
to the gradual or sudden decrease in the sense of vision that prevails in a good 
part of the population and generates a certain degree of blindness. According to the 
WHO [4], in 2019, there were about 2.2 billion people with some vision problems, 
including cases of blindness, which corresponds to a state in which those affected 
have such impaired vision that they cannot distinguish essential characteristics of 
objects, such as colors, shapes, and spatial location. 

Due to the variety of cases and the difficulty in comparing certain conditions 
and degrees of blindness, these belong to a spectrum of vision problems in which 
affected users may experience particular situations in each case. Many cases of 
blindness may be unique and may not match the traditional definition of blindness, 
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where a person does not have a sense of vision. There have been documented cases 
of people who are legally blind but can distinguish specific shapes or patterns with 
difficulty [5]. 

The proposed device focuses on implementing a light object classification model 
based on a Support Vector Machine (SVM) multi-class implementation and a 
detection model based on YOLO v4 to classify and detect objects in pictures and 
video inputs provided by the camera of a portable device. The user can interact with 
the recognition system through an Android or web app. 

In literature, there are several approaches to image classification. In this paper, 
the SVM algorithmwas selected because this approach produces lightweight models 
and can be easily adapted to high dimension problems with multiple features. It can 
be applied to image classification tasks. 

1.1 Background and State of the Art 

Some technologies implemented in assistive devices for visually impaired people 
are artificial intelligence, focused on computer vision, the Internet of Things, and 
cloud computing. Also, these techs integrate the core fields of industry 4.0. 

Computer vision encompasses several techniques that involve the use of software 
tools for the design of algorithms and involves the use of software tools for the 
design of algorithms involving the application of machine learning techniques (such 
as neural networks) in order to train systems with information stored in databases to 
recognize patterns in certain databases so that they can recognize patterns in specific 
characteristics of a product, such as the color and shape of particular objects. These 
techniques, in conjunction with image processing and facial and object recognition, 
attempt to emulate the human sense of vision [6]. 

In computer vision, focusing on image processing, recognition systems have been 
designed for color identification tasks [7]. Accessibility tools have been adapted for 
blind people in systems that use audio feedback to inform the user of the shape or 
color of a particular object [8]. Object recognition and location systems have been 
developed in the environment of a house with support for the Internet of Things and 
cloud services [9]. Pattern analysis techniques have been implemented to feedback 
intelligent assistance systems to monitor and detect particularities in a user’s daily 
routines [10]. 

Accessibility consists of providing the means to adjust an environment to the 
user’s needs and preferences [11]. It is based on the implementation of systems, 
devices, and methods of assistance to facilitate people’s daily activities, with a 
special focus on those with disabilities. In particular, blind people may have 
problems performing their daily activities, so alternatives such as the Braille system 
to allow writing and reading and pets and canes to facilitate navigation have been 
developed. Assistive devices based on technologies such as artificial intelligence, 
computer vision, and the Internet of Things have been implemented to provide 
alternative solutions [12].
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In the field of accessibility systems applications, home automation systems 
focused on accessibility for blind people have been implemented, like imple-
mentations that allow the user to access information about their environment 
through a smartphone with an interface with descriptive audio [13]. A connectivity 
environment between smart devices has been developed that allows the integration 
of external systems such as canes and smartphones to facilitate the interaction 
between the user and their environment [14]. A wearable device robust to external 
disturbances, such as lighting and noise, has been designed to provide an acces-
sibility interface to facilitate navigation, obstacle detection, and facial recognition 
[15]. Regarding rehabilitation, the learning curve for blind people to acquire the 
necessary skills to operate assistive devices for navigation, orientation, and Braille 
writing has been analyzed [16]. 

Cloud computing provides access to scalable and virtualized resources utilizing a 
service scheme through the Internet [17]. The Internet of Things (IoT) consists of an 
interconnected system of computing devices, machines, smart devices, and objects 
that can transfer information over a network. 

In the development of the cloud computing and IoT field, these technologies 
have been implemented in home automation projects to propose improved systems 
focused on low power consumption and better connectivity between devices with 
cloud services [18]. Monitoring and control systems have been established for 
smart lamps [19]. An analysis of the implementation of the Internet of Things and 
computer vision has been developed to monitor the behavior of customers and users 
in given environments, such as businesses, to train intelligent systems to provide 
assistance and obtain information on their interests [20]. Due to the versatility of 
IoT, implementations have also focused on blind people, such as intelligent door 
systems with connectivity to cloud services and other smart devices [21]. The 
implementation of edge computing was used to reduce the bandwidth load and 
improve the response of IoT-based systems [22]. 

Some approaches were found in literature in the application of assistive devices 
focused on the visually impaired, which can vary according to the focus of the aid 
provided, portability, and software or hardware capabilities [23]. These assistive 
devices focus on three main tasks: navigation, detection, and classification. 

Assistive systems that integrate navigation contain tools that allow greater ease 
of movement in outdoor or indoor environments; sensors can be incorporated into 
the navigation system, which can sometimes represent a high battery consumption. 
These systems also contain algorithms that allow predicting the position of objects 
concerning time and help to predict possible future obstacles in real time; in this 
case, in the literature, it is found that these systems may have a low accuracy [24]. 
It was also found in the literature that a dual system conformed by integrated lenses 
and shoes was developed to obtain better obstacle detection responses. However, 
this system is limited to detecting objects embedded in the ground [25]. 

Vision assistive systems have also been developed to detect various objects 
through a camera in real time. Patel et al. [26] proposed the inclusion of sensors 
through which it is possible to obtain other types of information, such as the distance 
and size of the detected objects; however, this system requires long execution times.
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Other systems found in the literature focused on detection accuracy, for which they 
integrated algorithms based on neural networks, but they have the disadvantage of 
high consumption of computational resources, while to ensure object registration, 
GPS has been implemented to guarantee the detection of objects that have been 
detected with low accuracy [27]. 

On the other hand, classification-focused assistance systems are responsible for 
labeling images according to certain defined features, such as color and shape [7, 
28]. 

The systems reported in the literature show a significant advance in detecting 
objects and their various characteristics, such as color, shape, and distance. In some 
cases, this detection is performed in real time. However, those that ensure accuracy 
require a long time for the identification or a high computational cost, and those that 
are fast reported low accuracy. 

1.2 Proposed System 

The system is a mobile device connected to an external camera to take pictures of 
objects, which will be classified using an SVM multi-class implementation executed 
through an Android app. A conceptual representation of the system is presented in 
Fig. 1. 

The system process includes four stages: 

1. Voice recognition: The users use voice commands to activate the app functions 
and can request the acquisition of an image through the camera. 

2. Image acquisition: A photo is taken and loaded into the classification model. A 
simple image processing is applied to re-scale the image and represent its data. 

Fig. 1 Diagram of the proposed system
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3. Classification: The users can choose which algorithm instance to be executed. 
If they choose the local version, the response will be faster but with reduced 
accuracy. If they choose the cloud version, the response will be more accurate 
and fast, but it requires a stable Internet connection. 

4. Results and feedback: The model predicts the image’s label, and the result is 
processed by a voice synthesis tool to provide the user with audio feedback on 
the detected class in the image. 

2 Methodology 

The SVM was developed in three stages: configuration, which includes the algo-
rithm setup, dataset creation, training, and validation; classifications test, which uses 
new image data to verify the algorithm’s performance; and implementation. 

The configuration process (shown in Fig. 2 includes the following steps: 

1. Classes and parameters setup: It consists of classes and images dataset selec-
tion, features of the Support Vector Machine, hyperparameters configuration, and 
cost function definitions. 

2. Training and validation set creation: The image dataset is obtained from a 
repository, and the collection of images is segmented into two smaller subsets: 
the training set and the validation set. The former is the data the algorithm uses to 
train the model for predictions over new data, and the latter allows for validating 
the model’s performance. 

Fig. 2 SVM configuration process
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Fig. 3 SVM classification process 

3. Validation: The model’s performance is tested with the validation set (data not 
included in the training set) to know the model’s reliability in making predictions 
over new data. 

4. Performance metrics and model correction: The performance metrics are 
obtained after the model’s validation, and, if required, the necessary adjustments 
or corrections to the model are made to improve his prediction ability. 

The classification test and implementation stages require the deployment of the 
algorithm through an Android application (light model) and a cloud environment 
(robust model) to use the device’s capabilities and make predictions over new 
images taken by the camera. The classification process (shown in Fig. 3 has four 
steps: 

1. Acquisition of new image data: The device is used to take photos of objects. 
The images generated are loaded into the algorithm to start the classification. 

2. SVM-Support Vector Classifier: The weight values are loaded into the model, 
and the input images are transformed to adjust to a default resolution. 

3. Classification: The model generates a solution vector that can be converted in 
an output label by correlation. The output label represents the class predicted for 
the object identified in the input image. 

4. Results: The user receives the output through an audio feedback. 

2.1 Algorithms Comparison 

Image classification tasks can be approached through different algorithms according 
to the image data used and the classes defined. The most common image classifica-
tion algorithms identified in the literature are described in Table 1. 

In object recognition, there are two approaches for algorithm implementation: 
object classification and object detection. In the former category, the most common 
algorithms are statistical, like Naive Bayes or random forest. Later, deep learning 
techniques are used through convolutional neural networks and other neural network
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Table 1 Comparison 
between algorithms for image 
classification 

Algorithm Focus 

Support Vector Machine Classification and detection 

k-nearest neighboor Classification 

Naive Bayes Classification 

Random forest neighbor Classification 

Perceptron Classification and detection 

Convolutional neural networks Classification and detection 

architectures. One of the most remarkable differences between these two categories 
is the computational power required to execute deep learning algorithms, which are 
more power-hungry than lighter algorithms like SVM. 

2.2 Objective Function 

The optimization objective is to maximize the margin value between the lines 
generated by the support vectors. This can also be represented by Eq. 1. 

.Min
1

2

n∑

i=1

w2
i (1) 

The most common loss function in this type of algorithm is the hinge loss, 
described by Eq. 2, in which t is the value assigned to the class (which can be . −1 or 
1) and y is the raw output value of the prediction. 

.l(y) = Max(0, 1 − t · y) (2) 

The cost function of the algorithm is obtained by combining the optimization and 
loss functions. For a binary classification problem, the cost function is described 
by 3 

.J (w) = Min
1

2

n∑

i=1

w2
i + l(y) = Max(0, 1 − t · y) (3) 

For a multi-class Support Vector Machine approach, Eq. 3 is extended to more than 
two classes and can be implemented with many features. The multi-class SVM can 
be defined using the One vs. One technique, which compares each class to the rest 
of the data and generates a classifier for each comparison. The number of classifiers 
is equal to Eq. 4. 

.Number_of _Classif iers = n(n − 1)

2
(4)
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The SVM implementation proposed consists of a Support Vector Classifier 
adapted to image classification of ten classes of different objects. The classifier was 
deployed using four different kernel functions to compare their performance. The 
SVM was adapted to multi-class using the “One vs. One” approach, which generates 
45 instances of One vs. One. 

3 Materials and Methods 

3.1 Dataset 

The classification and detection algorithms were trained using custom versions of 
the Open Images v4 dataset and the Imagenette dataset (a subset of the Imagenet 
dataset), respectively. 

The custom YOLO v4 algorithm, implemented for object detection, was pre-
trained using the OpenImages v4 dataset, an image dataset for object detection 
algorithms [29]. It is composed of a collection of images from 600 different classes, 
but only 9 were extracted to train and validate the proposed classification and 
detection system. The classes selected are described in Table 2. Each image has an 
associated text file that contains the label corresponding to the image’s class and the 
coordinates of the bounding boxes for each object in an image. The image resolution 
varies between all the items in the dataset. Thus, they need to be re-scaled to adjust 
their resolution before being implemented in the training process. 

Some selected images from the Open Images v4 dataset are shown in Fig. 4. 
A notable feature of this collection is that the illumination, object position, and 
size vary significantly between all the images, which helps to avoid the over-fitting 
problem of using too many similar images of each class. 

The multi-class SVM was trained using a subset of the ImageNet dataset [30], 
called Imagenette [31]. The original dataset is composed by approximately 1000 
object classes and is used for competitions and benchmarking purposes, focused 
on object detection and classification algorithms. The Imagenette subset is a 

Table 2 Classes contained in 
the Open Images v4 subset 

ID Class Description 

0 Person Varied age and genre 

1 Scissors Varied styles and colors 

2 Coin Varied values and sizes 

3 Mug Varied materials and colors 

4 Knife Varied styles and materials 

5 Bottle Different materials and colors 

6 Socks Varied patterns, colors, and sizes 

7 Spoon Varied materials and sizes 

8 Fork Varied materials and sizes
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Fig. 4 Sample of the OpenImages v4 dataset 

Table 3 Classes contained in 
the ImageNet subset 

ID Class Description 

0 Cassette_player Electronic device 

1 Chainsaw Tool 

2 Church Building 

3 English_springer Dog breed 

4 French_horn Musical instrument 

5 Gas_pump Storage and dispenser of gasoline 

6 Golf_ball Sports equipment 

7 Parachute Device used for parachuting 

8 Tench Fish species 

9 Trash_truck Utilitary vehicle 

classification-oriented collection of images integrated by ten classes, presented in 
Table 3. Each class contains a variable number of examples, which range between 
50 and 100. The training and validation sets were defined with a ratio of 40 and 60% 
of the original sample, respectively. 

Figure 5 shows a small sample of the images that can be found in the dataset 
utilized for the classification algorithm.
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Fig. 5 Sample of images contained in the Imagenette subset 

3.2 Hardware and Software 

The algorithm was deployed in a mobile device. The system was constructed using 
the following hardware components: 

• Camera: Integrated in the mobile device 
• Mobile device: An Android smartphone device with an app powered by a light 

model of the detection algorithm 

The software employed in the device is conformed by the following: 

• Android app: Application deployed with a light detection model in the mobile 
device. 

• Light Support Vector Machine algorithm: A compact version of the detection 
algorithm to provide fast results through the Android app. 

• Robust Support Vector Machine algorithm: A more robust and complex 
version of the detection algorithm provides better prediction accuracy. This 
algorithm is deployed in a cloud environment connected to the Android app, so 
it requires a stable Internet connection.
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3.3 Support Vector Machine 

The SVM implementation proposed consists of a Support Vector Classifier adapted 
to image classification of ten classes of different objects. The classifier was deployed 
using four different kernel functions to compare their performance. The SVM was 
adapted to multi-class using the “One vs. One” approach, which generates 45 
instances of One vs. One. The classifiers for the classes are described in Fig. 6. 

For each classifier, the kernel functions used are linear kernel Eq. 5, RBF 
kernel (radius basis function) (Eq. 6), polynomial kernel (Eq. 7), and sigmoid kernel 
(Eq. 8). 

.k(x, y) = x · y (5) 

Fig. 6 Classifiers used for the model
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.k(x, y) = exp(−a||x − y||2) (6) 

.k(x, y) = (x · y)d (7) 

.k(x, y) = tanh(ax · y) (8) 

To create a model for the Support Vector Machine algorithm, the following tasks 
were completed: 

• Configuration of the algorithm: The algorithm was characterized according 
to the multiple classifiers approach and using the loss function for Support 
Vector Machines. The environment for training, validation, and execution of the 
algorithm was prepared using a cloud service provided by Google through the 
Google Colab suite. 

• Preparation for the dataset: The dataset was retrieved from the ImageNet 
repository, and ten classes were selected to create the dataset used for training 
and validation. This collection of images was split into two subsets to create 
the training set, which was used to train the algorithm, and the validation set, 
which was required to validate the performance of the trained model. As seen in 
Table 4, the training and validation sets were created with 35% and 65 & of the 
total images contained in the original dataset. 

• Parameter tuning: The parameters that dictate the model’s behavior were tuned. 
Several sets of parameters were obtained and compared with a short training 
performance test to obtain each set’s performance metrics. The best-performing 
set was selected to configure the model. 

• Training: The algorithm was trained using an iterative process that inputs the 
training set into the model to learn from the examples and achieve a good 
performance of object recognition. The trained model can receive an image as 
input and provide an output composed of the object class detected in the image 
and the model’s confidence. 

• Validation: After training, the validation set is used to test the performance in 
object recognition and provide performance metrics to compare the trained model 
with other similar implementations. A simplified overview of the training and 
validation process is presented in Fig. 7. 

• Implementation: After obtaining a model with a good performance according 
to the metrics, it was deployed on the Android application. 

Table 4 Sets for training and 
validation 

Set Total % No. images 

Training 35% 2800 

Validation 65% 5200
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Fig. 7 Simplified training process 

Fig. 8 Influence of several 
factors in the time complexity 
of the training process 

3.4 Problem Characterization 

The structure of the SVM model is composed of 45 classifiers, and the object 
recognition implementation requires a high amount of features to process the data 
of interest. Hence, the model has a certain degree of complexity. This situation 
impacts several areas, such as training, validation, and performance (as seen in 
Fig. 8). In a complex model, the data required can be so big that the training time 
can exponentially grow. The parameters can be tuned and optimized to obtain the 
best values to achieve good performance without incurring limited training time to 
reduce training problems. 

3.5 Algorithm Implementation 

The classification algorithm was implemented in an Android app through a simplis-
tic interface with voice recognition tools. The detection algorithm was based on a 
custom YOLO v4 [32] trained with the custom dataset labeled for object detection. 
The interaction model is represented in Fig. 9. 

The app features Speech-to-Text and Text-to-Speech using Google built-in 
modules. The process of queries (Fig. 10 is composed of four stages: 

1. Stage 1: The user starts the app, and all the assets are loaded. The audio feedback 
informs the user that the app is ready to start queries. 

2. Stage 2: The user utilizes his voice to request a particular object. The system 
activates the camera, which the user can focus on to scan several scenes to search 
for the object of interest.
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Fig. 9 Interaction process of 
the Android app 

3. Stage 3: If the object was located, the audio feedback responded to the users 
indicating the status of the object. On the contrary, the audio feedback negatively 
responds to the user, informing that the object of interest was not found in the 
scenes scanned. 

4. Stage 4: The query is finished, and the user can choose to start a new one or exit 
the app. 

The command voice proposed for the voice command interface is enumerated in 
Table 5. The default languages supported by the app are English and Spanish, so 
any user with a specific proficiency in these languages can use the application with 
relative ease (as seen in Fig. 10. 

3.6 Proposed Design of Experiments 

The model parameters were optimized through a DOE (design of experiments) 
approach. First, the optimizing parameters were defined, and a DOE was formu-
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Fig. 10 Queries with voice 
commands 

lated. Then, the parameters set were iterated using the DOE proposed, and several 
sets of values were obtained. The sets were compared through a performance test 
using the reduced-scale training process. The best-performing set was selected to 
train the recognition model using the images dataset. (The tuning process is shown 
in Fig. 11).
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Table 5 Voice commands 

English Spanish Description 

Start Inicio Start the app and load all the assets 

Search for . + “object name” Busca . + “nombre de objeto” The users select the object of interest 

New query Nueva consulta The process returns to the initial state 

Definition of 
parameters 

DOE 

Sets of values Performance test 

Best set of 
parameters 

Fig. 11 Simplified tuning process for the model parameters 

Table 6 Parameters for the 
SVM implementation 

Parameter Area of application 

Standardized size of images Dataset 

No. classes Dataset 

C (Penalization for misclassification) SVM 

. γ (Loss compensation) SVM 

No. epoch Training 

Learning rate Training 

According to the nature of the data required for training (the ImageNet dataset), 
the parameters are described in Table 6 

The parameters utilized can be classified according to his area of governance in 
dataset parameters, SVM parameters, and training parameters. 

The dataset parameters adapt the image dataset to the model altering its size, 
which is the resolution in pixels (width x height) and the number of classes required 
for the recognition model. 

The SVM parameters tune the loss and cost functions to improve the classifier’s 
performance by using the penalization and compensation parameters, which are 
represented by C and . γ , respectively. 

The training parameters can be used to manipulate the training process to reduce 
the like-hood of over-fitting or to achieve a good performance in a reasonable 
amount of time. A DOE was proposed to improve the tuning process and achieve an 
adequate set of parameters.
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4 Results 

4.1 Android App 

After training and validation, the data fitting can be interpreted as the capacity of the 
model to make predictions about new inputs; otherwise it is the ability to classify 
images that were not part of the training and validation sets. In general, there are 
three cases of data fitting. 

• Under-fitting: The model adjusts poorly to the data with a lot of misclassification 
cases. It needs more training or examples of data. 

• Acceptable fitting: The model allows a reduced number of misclassifications 
and can make good predictions over new data. 

• Over-fitting: The model adjusts very tightly to the training data, so the misclas-
sification is greatly punished and can’t make accurate predictions over new data. 

A graphical user interface (GUI) in a desktop app was developed to provide 
a visual representation of the algorithm implementation and some performance 
metrics to evaluate the predictions made by the SVM model. 

The GUI was developed using the Tkinter module in Python 3.9. This approach 
was selected because it allows to port the GUI app between the most common 
operative systems with access to a Python compiler. The desktop app can be 
executed in Windows, macOS, and most Linux distros. 

The app was designed with a minimalist style to improve readability and provide 
a clean representation of the data obtained from the object recognition model. The 
basic app’s GUI is shown in Fig. 12. 

Fig. 12 GUI deployed in Windows environment
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The user can interact with the app by selecting some images to test the object 
recognition algorithm. The results for each image are displayed in the interface 
using the label and confidence score generated by the model and a pie chart to 
visualize the score obtained by the other classes. The GUI’s layout is composed of 
the following items: 

• Request box: The user can indicate in a text box the parameters of the query and 
which image will be processed. 

• Left image box: The image selected is displayed and scaled according to the 
app’s window resolution. 

• Right image box: A pie chart is displayed to provide information about the other 
classes detected in the image to compare the result obtained by the detected class 
with all the classes in the model. 

• Result box: This box shows the class detected label corresponding to the type of 
object recognized in the image. 

• Score box: Provides the accuracy score obtained in the classification process in 
percentage form. 

• Control buttons: The user can use a set of buttons to control the app’s behavior. 
The functions assigned to them are described as follows: 

– Classify button: If the user specifies the parameters and image to process, the 
model classifies the image selected and displays the results. 

– Clear button: Clear all the boxes in the GUI and allows to start a new 
classification process. 

– Quit button: Exits the app in secure mode without compromising the data 
obtained. 

Several examples of the app classification process are shown in Fig. 13. The app 
was implemented with a general-purpose approach, so it can easily be configured 
with different models and classification algorithms. 

The Android application was developed with a minimalist interface and imple-
mented Text-to-Speech and Speech-to-Text functions. The interface of the app is 
presented in Fig. 14. 

The app has two interface modes, tactile and voice commands, for less disabled 
users and users with a robust visual disability, respectively. 

The tactile interface has the following buttons and interactions: 

1. Activation: Toggle button that activates the classification model. 
2. Photography button: Takes a photo using the smartphone camera and loads it 

into the classification model. 
3. Results button: Initially, it is invisible until the photography button is pressed. 

When it is active, if the user press this button, the app will show the results 
obtained from the image classification process. 

The voice command interface has the following interactions: 

1. Voice command “Start”: The classification model is activated, and the app is 
ready for queries.
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Fig. 13 Example of the classification process in the desktop app 

Fig. 14 Interactions in the 
Android app 

2. Voice command “Search for –object_name–”: The app will take a photo, and 
the classification model will process it to generate a label according to the class 
detected in the image. The results will be received by the user using audio 
feedback. 

3. Voice command “New query”: The user can start a new query after completing 
the app’s main process.
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4.2 Classification Results 

The model was tested using the validation set to measure the performance and 
behavior of the trained classes. The performance of the SVM classifier was 
measured using the following metrics: 

• Precision: Measures how close the data dispersion between examples is. 
• Accuracy: Measures how close are the data to a valid value. 
• Recall: Measures the relation of the positives obtained and the expected posi-

tives. 
• Sensibility: Is the probability for proper positive detection. 
• Mean average precision (MAP): This stat is calculated using each class 

precision value to obtain the mean for the model. 

A small sample of classification tests can be seen in Fig. 15. The pie charts 
provide the confidence values for the other classes, and the one with the max value 
is the label generated by the model to classify the image. 

The confusion matrix (Fig. 16) was constructed with the cases obtained for the 
object classes. The descriptions for each case are as follows: 

• True positive: The object was correctly classified, and the label coincides with 
his type. 

• True negative: The object was correctly classified and is not included in the 
classes. No label is generated. 

• False positive: The object was incorrectly classified, and a label was assigned to 
a type of object not included in the original classes. 

• False negative: The object was incorrectly classified, and his type coincides with 
a label but is detected as an object not included in the classes. 

For each class, their respective performance parameters were obtained. Accord-
ing to Tables 7 and 8, the highest performing class was Class 8, and the lowest was 
Class 10. The value disparity could be explained by differences in images’ quality 
for each class in the training set and the complexity of the object represented by the 
class. So, the worst performing classes correspond to difficult-to-classify objects 
with poor variation and quality in their corresponding training images. For the other 
part, the classes that surpassed the 0.6 value were composed of training images of 
better quality for classification tasks. 

The main metrics of the model are presented in Table 9. The class metrics 
were used to obtain the mean average precision (mAP) of the model. According 
to the metric values obtained, the model’s performance is better than a hypothetical 
luck-based classifier, so it can predict the corresponding class in an image more 
accurately than simply guessing it. The recall of the model represents how well the 
model classifies positive examples compared to the total of positive cases. In this 
case, a recall value of 0.5 represents that the model can classify correctly half of the 
positive cases. The mAP obtained was low compared to the accuracy and precision 
values due to the low-performing classes previously explained.
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Fig. 15 Example of classification tests with the validation set. (a) Example with 10 classes. (b) 
Example with 2 classes 

The precision and mAP over the complete training process are shown in Fig. 17. 
The convergence of the model was achieved at the 6000 iterations mark. At this 

point, the model achieved the maximum precision value. The SVM implementation 
achieved a moderate accuracy value (60%) and can be deployed in a lightweight 
model, allowing its implementation in light apps and devices without dedicated 
computing resources.
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Fig. 16 Confusion matrix for the classes of the model 

Table 7 Performance 
metrics for each class (1–5) 

Metric Class 1 Class 2 Class 3 Class 4 Class 5 

Accuracy 0.56 0.43 0.7 0.68 0.52 

Table 8 Performance 
metrics for each class (6–10) 

Metric Class 6 Class 7 Class 8 Class 9 Class 10 

Accuracy 0.61 0.59 0.74 0.5 0.35 

Table 9 Performance 
metrics for the model 

Metric Value 

Accuracy 0.6 

Precision 0.59 

Recall 0.5 

mAP 0.47 

The approach’s limitations include the small number of classes, the dataset, and 
the focus on classification-only tasks. The model can be easily scaled to process 
more complex data, like a significant number of classes, more populated images, 
and classification by features like color and shape, because the foundation of the 
SVM approach allows adjusting the model to a large number of features and classes. 

According to the results obtained, the algorithm has a big room for improvement 
when combined with other machine learning techniques like deep learning. This 
combination can allow the implementation of classification models with the SVM 
classifier to achieve better accuracy and timely execution results.



Assistive Device for the Visually Impaired Based on Computer Vision 93

0.75 
Precisión 

Map (Mean Average Precision) 

0.60 

0.45 

0.30 

0.15 

0.0 
0 1000 2000 3000 4000 5000 

Iteraciones 
6000 7000 8000 9000 10000 

Fig. 17 mAP and precision in the training process 

Table 10 Comparison 
between YOLO v4 
classification model and the 
SVM implementation 

Model mAP Accuracy Dataset 

SVM 0.47 0.6 ImageNet 

YOLO v4 0.64 0.8 OpenImages 

4.3 Metrics Comparison 

The most representative metrics obtained for the SVM model were mean average 
precision (mAP) and accuracy because these measure the effectiveness of the 
model’s predictions and the performance of the trained classes, respectively. The 
mAP metric is the mean of the individual precision means per class and it can tell 
how well the model adapts to the data. 

Table 10 shows the mAP and accuracy stats for the classifier and the detection 
models. The stat values for the detection model (YOLO v4) are better than the 
classifier (SVM) due to the algorithm’s robustness and its good adaptation to 
populated images. Nevertheless, the SVM is better suited for simple images for 
classification purposes. 

The SVM model obtained a lower accuracy and mAP scores but a more 
reasonable execution time than the other model analyzed. The adobe means that 
the proposed model is faster than other classification algorithms but is compensated 
with lower accuracy. 

A faster model is ideal for deployment in non-dedicated devices, like smart-
phones, or in more flexible environments, like web apps and desktop apps. 

Another SVM model was trained and validated to compare the impact of the 
hyperparameter tuning optimization. This new model was manually tuned to adjust 
its hyperparameters. According to Table 11, the parameter tuning optimization 
produced a better model than one with arbitrary parameters. The performance
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Table 11 Comparison 
between a manually and an 
optimized tuned SVM model 

Tuning Accuracy Precision mAP Recall 

Optimized 0.6 0.59 0.57 0.5 

Manual 0.47 0.43 0.45 0.39 

metrics were improved with the optimization with a significant gain compared to 
a model without optimization. Also, the model generated with manual tuning did 
not surpass the 50% accuracy threshold; that means the manual tuned model is not 
better than a classifier based on pure luck. 

5 Conclusion and Future Scope 

The algorithm was designed according to the limitations and characterization made 
in the project’s starting stage. A graphical user interface was developed to visualize 
the algorithm performance better, and an SVM model was trained using a subset 
of the ImageNet dataset. The main research product is an Android application 
with voice command support, classification (SVM), and detection (YOLO v4) 
algorithms. According to the general results, the app could perform well in a 
controlled indoor environment with little perturbations and noise. 

The results obtained in the classification and performance tests measured the 
overall precision of the algorithm at 60%, which is a good score for a bare-
bones classifier without using techniques like data augmentation or specialized 
algorithm architectures. However, comparing the SVM classifier to the state-of-the-
art algorithms, the current algorithm implementation provides less accurate results. 
It can fail in classification tasks when the input images contain complex scenes. 
The performance obtained could be a product of the dataset used and the parameter 
tuning or due to the nature of the classifier implemented. 

Implementing the SVM classifier is not recommended for complex tasks. It can 
only achieve good results with simple data, like images with few objects and less-
polluted background (e.g., simple colors as background). For more complex images, 
the YOLO v4 image detector must be used. According to his performance, this 
implementation has room for improvement in the following areas: 

• Algorithm: The methodology process’s main challenge was the algorithm’s 
configuration to achieve the abovementioned scores. Thus, the architecture of the 
algorithm could be tuned to achieve better precision with more complex images. 
Also, a different algorithm could be combined with the existing one to reduce the 
weakness of the current implementation. 

• Dataset: The dataset used can be augmented with more examples in the training 
and validation sets, more classes, better image resolution, and the implementation 
of techniques, like data augmentation, to improve the data quality. 

• Additional features: Other features can be implemented in the system, like 
other vision computer-related tasks, such as pattern recognition and object
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tracking, or more complex approaches, like face recognition and detection in 
three dimensions. Also, the SVM algorithm can be improved by combining it 
with more robust classifiers, like deep learning neural networks, to allow the 
implementation of object detection for more complex classes. 

• App deployment: A critical point of the deployment of the application is the 
supported platforms. So, a web app can be developed to use the application in 
a large variety of systems, like smartphones, desktop PCs, laptops, and other 
intelligent devices. 

Due to the nature of the algorithm, it can easily be adapted to complement 
another object recognition algorithm, so the next major step to improve it will be 
to implement the SVM in a deep learning algorithm to enhance a object detection 
model and optimize it to achieve better performance metrics compared with state-of-
the-art implementations. The following projects and implementations can be derived 
from the SVM approach: 

• Feature extraction: Includes the segmentation and extraction of features of 
interest in images, like colors, shapes, and patterns. 

• Object tracking: It consists of tracking an object of interest across a sequence 
of frames to allow the system to “remember” the object for future tasks. 

• Object localization: Requires the detection of an object in an image, indicating 
the object’s position according to other items in the scene. 

The SVM approach can be generalized for different image classification tasks 
as: 

• Identification of vegetables and fruits: Implementation based on feature 
extraction and object classification. Identification of classes of different types of 
fruits and vegetables and their state of ripeness to separate the healthy specimens 
from those infected by plagues or rotten. 

• Identification of plants and animals species: Classification of animal and plant 
specimens by their species. This approach requires a multiple relational class 
hierarchy. The classes need to be segmented into subclasses and sub-subclasses 
to generate a robust model to process this complex task. 

• Vision systems for arm robots: Another related work is the implementation 
of an object classification algorithm to provide a robot with the capability to 
recognize objects by their features (like color or shape) and select the target 
classes. 

• Medical imaging: Image processing, feature extraction, and classification mod-
els are often used to generate automatic diagnostic tools to detect illness and 
health problems in medical images. 

• Identification of traffic signs: An approach related to the scope of the current 
SVM implementation is the detection and recognition of traffic signs to improve 
visually impaired people’s awareness in urban environments. This implementa-
tion can reduce the risks of outdoor navigation.
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