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#### Abstract

We complete the work done by James A. Ward in the mid-twentieth century on a system of partial differential equations that defines an algebra $\mathbb{A}$ for which this system is the generalized Cauchy-Riemann equations for the derivative introduced by Sheffers at the end of the nineteenth century with respect to $\mathbb{A}$, which is also known as the Lorch derivative with respect to $\mathbb{A}$, and recently simply called $\mathbb{A}$-differentiability. We get a characterization of finite-dimensional algebras, which are associative commutative with unity.
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## Introduction

The theory of analytic functions in algebras was started by Sheffers [12] at the end of nineteenth century. Other notable works are $[3,6,8,9,11,13]$. The corresponding differentiability is known as Lorch differentiability which is associated to algebras $\mathbb{A}$ (in all this work algebra will be an $\mathbb{R}$-algebra associative commutative with unit), so we call it $\mathbb{A}$-differentiability, see Section 2.2 . This is similar to how the complex derivative is associated with the system of complex numbers. We denote by $\mathbb{A}$ an algebra that as a linear space $\mathbb{L}$ is $\mathbb{R}^{n}$, and by $\mathbb{M}$ an algebra that as a linear space $\mathbb{L}$ is a subspace of matrices of dimension $n$ into $M_{n}(\mathbb{R})$.

In this work, $n$-dimensional vector field and function from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$, in both cases differentiable in the usual sense, have the same meaning, except that we associate integral curves to vector fields. We suppose that all vector fields are defined on open sets. Although the motivation for the study of algebras comes from the study of differential equations, in this paper we do not study such differential equations. We will say that a vector field $F$ is algebrizable if there exists an algebra $\mathbb{A}$ such that $F$ is $\mathbb{A}$-differentiable. Next we give a description of part of our motivation to study the algebrizability of vector fields:
(1) For a vector field and its corresponding system of autonomous ordinary differential equations (ODEs)

$$
F=\left(\begin{array}{c}
f_{1}  \tag{0.1}\\
\vdots \\
f_{n}
\end{array}\right), \quad\left\{\begin{array}{c}
\dot{x}_{1}=f_{1}\left(x_{1}, \ldots, x_{n}\right), \\
\vdots \\
\dot{x}_{n}=f_{n}\left(x_{1}, \ldots, x_{n}\right),
\end{array}\right.
$$

[^0]we can consider a $\mathbb{A}$-differential equation of one $\mathbb{A}$-variable ( $\mathbb{A}$-ODE)
\[

$$
\begin{equation*}
\frac{d x}{d \tau}=F(x) \tag{0.2}
\end{equation*}
$$

\]

for which each solution $x(\tau)$, which is an $\mathbb{A}$-differentiable function whose $\mathbb{A}$-derivative satisfies the differential equation (0.2), determines a solution $\xi(t)=x(t e)$ of the system ( 0.1 ). That is, one can use some of the classical methods to solve ODEs in one variable, to solve equations in one variable over algebras like (0.2) since one has $\mathbb{A}$-calculus for $\mathbb{A}$-differentiability (see [3]), and by evaluating these solutions in the direction of the identity, te, we obtain solutions of the considered system of ODEs (0.1). Therefore, by solutions of $\mathbb{A}$-ODEs some systems of ODEs can be solved.
(2) For each $\mathbb{A}$-algebraizable planar vector field $F$ and each constant $b \in \mathbb{A}, b \neq t e$, where $e$ is the identity of $\mathbb{A}$, for all $t \in \mathbb{R}$, the vector field $G=b F$ obtained by the product $b$ times $F$ with respect to $\mathbb{A}$, is a nontrivial infinitesimal symmetry $G$ of $F$, so the determinant of the matrix with columns $F$ and $G$ is an inverse integrating factor of $F$. See [5] for infinitesimal symmetries and integrating factors. Therefore, an integrating factor can always be found for algebraizable planar vector fields.
(3) Every algebraizable vector field $F$ is geodesible and the corresponding Riemannian metric tensor $g$ can be found explicitly. Also, if the vector field is of dimension $n$, for each regular point of $F$ there exist $n-1$ first integrals whose level sets intersect transversally, whose intersection is a one-dimensional curve which can be parameterized by arc length with respect to $g$. Thus the integral curves for these vector fields can be found. Therefore, ODEs associated with algebraizable vector fields can be solved, see [2] and [4].
(4) For partial differential equations (PDEs) of mathematical physics, families of $\mathbb{A}$-differentiable functions $F$ have been found for which there exist linear functions $\varphi$ such that the families of functions $F \circ \varphi$ define complete solutions of the PDEs, as it is the case of the harmonic functions are related to the conjugate functions of complex functions, see [7]. Other works related to solutions of PDEs can be seen in [6, 9, 10]. Therefore, $\mathbb{A}$-differentiable functions give solutions for some PDEs.
(5) For algebrizable vector fields a visualization method for their phase portrait is developed in [1].

For each $n$-dimensional algebra $\mathbb{A}$ the $\mathbb{A}$-differentiability is characterized by a system of $n(n-1)$ PDEs of first order, similarly to the complex case, so these systems are called generalized Cauchy-Riemann equations associated with $\mathbb{A}$ (or associated with the $\mathbb{A}$-differentiability). In the literature on the subject these systems were assumed to be linearly independent, but no justification for this statement was observed, a proof is given in Section 5. In [13] an inverse problem arises; given the linearly independent system of PDEs

$$
\begin{equation*}
\left\{\sum_{j=1}^{n} \sum_{i=1}^{n} d_{k i j} f_{i x_{j}}=0: 1 \leq k \leq n(n-1)\right\}, \tag{0.3}
\end{equation*}
$$

where $d_{k i j}$ represents real constants, $f_{1}, \ldots, f_{n}$ functions of the variables $x_{1}, \ldots, x_{n}$, and

$$
f_{i x_{j}}=\frac{\partial f_{i}}{\partial x_{j}}
$$

the question is about the existence of an algebra $\mathbb{A}$ for which this set is a system of generalized Cauchy-Riemann equations. In [13], Ward considers matrix algebras $\mathbb{M}$ that are images $\mathbb{M}=R(\mathbb{A})$ under the first fundamental representation $R$ of algebras $\mathbb{A}$ with unit $e=e_{p}$ in the canonical basis $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ of $\mathbb{R}^{n}$, and solves the inverse problem for sets (0.3) which are systems of PDEs for these algebras $\mathbb{A}$. Thus, the general inverse problem was partially solved. In this paper the work is completed; given a set of PDEs of the type (0.3) we give necessary and sufficient conditions for the existence of an algebra $\mathbb{A}$ with unit $e=\sum_{p \in P} \alpha_{p} e_{p}$, where $P \subset\{1, \ldots, n\}$ and $\alpha_{p} \in \mathbb{R}$, such that the given set is a system of Cauchy-Riemann equations for $\mathbb{A}$ (Theorem 4).

For the proof of Theorem 4 it was necessary to prove a generalization of [13, Ward's Theorem 1], which gives sufficient conditions for a set of matrices in $M_{n}(\mathbb{R})$ to be the image of the canonical base of $\mathbb{R}^{n}$ under the first fundamental representation of an algebra $\mathbb{A}$ with unit $e=e_{p}$ in the canonical basis of $\mathbb{R}^{n}$. In Section 1 we discuss a condition on how to solve the partial derivatives $\left\{f_{i x_{j}}: 1 \leq i, j \leq n\right\}$ in terms of the partial derivatives $\left\{f_{i x_{p}}: 1 \leq i \leq n\right\}$ with respect to a single variable $x_{p}$. The generalization presented in this article, given in Theorem 1, characterizes all the matrix algebras that are the image of the first fundamental representation
of an algebra $\mathbb{A}$, and hence their units are not necessarily canonical vectors $e_{i}$. In this case the solving of the partial derivatives $\left\{f_{i x_{j}}: 1 \leq i, j \leq n\right\}$ of the components is achieved in terms of the partials derivatives of the components $\left\{f_{i x_{p}}: 1 \leq i \leq n, p \in P\right\}$ with respect to the variables $\left\{x_{p}: p \in P\right\}$ associated with the canonical basis vectors $\left\{e_{p}: p \in P\right\}$ that define the unit

$$
e=\sum_{p \in P} \alpha_{p} e_{p}
$$

of $\mathbb{A}$. Therefore, this characterizes the whole family of algebras.
If all partial derivatives $f_{j x_{i}}$ can be expressed in terms of the partial derivatives $f_{i x_{p}}$ with respect to a single variable $x_{p}$, through elementary operations on the system of generalized Cauchy-Riemann equations associated with an algebra $\mathbb{A}$, it is possible to arrive at simpler systems of generalized Cauchy-Riemann equations associated with an algebra $\mathbb{A}_{s}$, in such a way that the families of functions $\mathbb{A}$-differentials and $\mathbb{A}_{s}$-differentials match. In this way two families of 2D algebras $\mathbb{A}$ can be constructed. Ward's work does not consider the set

$$
\begin{equation*}
\left\{f_{1 x_{2}}=0, f_{2 x_{1}}=0\right\} \tag{0.4}
\end{equation*}
$$

which is a system of generalized Cauchy-Riemann equations for the algebra $\mathbb{A}$ defined by $\mathbb{R}^{2}$ endowed with the product between the elements of the canonical basis: $e_{1} e_{1}=e_{1}, e_{1} e_{2}=0, e_{2} e_{2}=e_{2} ; \mathbb{A}$ has unit $e=e_{1}+e_{2}$. All other cases of 2 D algebras $\mathbb{A}$ which have unit $e=\alpha_{1} e_{1}+\alpha_{2} e_{2}$ are already considered in Ward's work or the corresponding Cauchy-Riemann equations are equivalent to a system already considered by Ward's work, see Section 6 and [4]. Example 4 illustrates this for the case of 3D algebras. If we add this algebra that is missing in Ward's work, we obtain three families of two-dimensional algebras such that each algebrizable vector field is $\mathbb{A}$-differentiable for an algebra $\mathbb{A}$ in some of these families. This has been useful in the following two contexts: in the study of vector fields which are differentiable in the sense of Lorch, see [4], and in the construction of complete solutions of families of PDEs of the type

$$
A u_{x_{1} x_{1}}+B u_{x_{1} x_{2}}+C u_{x_{2} x_{2}}=0, \quad u_{x_{i} x_{j}}=\frac{\partial^{2} u}{\partial x_{i} x_{j}}
$$

which generalizes the classical result showing that the components of complex analytic functions define a complete solution of the 2D Laplace equation, see [7]. There are other papers that have worked on the solution of PDEs of mathematical physics through algebras, see [9], [10], and references therein.

In Theorem 2 we present three equivalences of $\mathbb{A}$-differentiability: item (2) is the generalization of classic Cauchy-Riemann equations $F_{2}=i F_{1}$, item (3) was presented by Sheffers in [12, Satz 3], in form of components, item (4) is a generalization of [13, equation (18), p.460]. For the algebras characterized in Theorem 1 the generalized Cauchy-Riemann equations given in Theorem 2 give a characterization of the algebrizability of vector fields. That is, a vector field $F$ is algebrizable if and only if there exists an algebra $\mathbb{A}$, which is given in Theorem 1, whose associated Cauchy-Riemann equations, given in Theorem 2, are satisfied by $F$.

All the results obtained in this paper are made over the real field $\mathbb{R}$, however they can be generalized to any field $\mathbb{F}$, as it is made in Ward's paper [13].

## 1 Ward's paper

Definition 1. We will say that system (0.3) satisfies the zero trace condition if $\sum_{i=1}^{n} d_{k i i}=0$.
In Ward's work [13], systems of $n(n-1)$ first-order linear PDEs of the form ( 0.3 ) are considered. Ward's approach is about the existence of an algebra $\mathbb{A}$ such that the set of equations ( 0.3 ) is a system of generalized CauchyRiemann equations for the $\mathbb{A}$-derivative. One of the conditions required by Ward is the existence of a variable $x_{p} \in\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ such that all the partial derivatives $f_{i x_{j}}$, for $1 \leq i, j \leq n$, can be solved in terms of a linear combination of partial derivatives of the set $\left\{f_{i x_{p}}: i=1,2, \ldots, n\right\}$. From system ( 0.3 ) for each $x_{j}$ there is a matrix $M_{j} \in M_{n(n-1), n}(\mathbb{R})$ such that system (0.3) is written as

$$
\begin{equation*}
M_{1} F_{x_{1}}+\cdots+M_{n} F_{x_{n}}=0 \tag{1.1}
\end{equation*}
$$

Ward's condition above implies the existence of matrices $A_{i} \in M_{n}(\mathbb{R})$ such that

$$
\left(\begin{array}{ccc}
f_{1 x_{1}} & \cdots & f_{1 x_{n}}  \tag{1.2}\\
\vdots & \ddots & \vdots \\
f_{n x_{1}} & \cdots & f_{n x_{n}}
\end{array}\right)=f_{1 x_{p}} A_{1}+\cdots+f_{n x_{p}} A_{n}
$$

A second condition is the commutativity of the set $\left\{A_{1}, \ldots, A_{n}\right\}$, and a third condition is that system ( 0.3 ) satisfies the zero trace condition. Under these three conditions Ward [13] proved the existence of the algebra $\mathbb{A}$ with the required conditions.

The solution condition of all the partial derivatives $f_{i x_{j}}$ of the components $f_{i}$ in terms of the partial derivatives $f_{i x_{p}}$ of the components $f_{i}$ with respect to a single variable $x_{p}$, reduces to verifying the invertibility of $n$ matrices of $n(n-1) \times n(n-1)$, as we see below.

Consider the matrix $M \in M_{n(n-1), n^{2}}(\mathbb{R})$ given by

$$
M=\left(\begin{array}{llll}
M_{1} & M_{2} & \cdots & M_{n} \tag{1.3}
\end{array}\right) .
$$

Denote by $\pi_{i}: M_{n(n-1), n^{2}}(\mathbb{R}) \rightarrow M_{n(n-1), n(n-1)}(\mathbb{R})$ the projection which avoid the $i$-th sumbatrix $M_{i}$ from $M$

$$
\pi_{i}(M)=\left(\begin{array}{lllllll}
M_{1} & M_{2} & \cdots & M_{i-1} & M_{i+1} & \cdots & M_{n}
\end{array}\right) .
$$

The following proposition gives conditions under which there exists $p$ such that equality (1.2) is satisfied.
Proposition 1.1. Iffor some $p$ the matrix $\pi_{p}(M)$, where $M$ is given in (1.3), is invertible, then all partial derivatives in $\left\{f_{i x_{j}}: 1 \leq i, j \leq n\right\}$ can be written in terms of partial derivatives in $\left\{f_{i x_{p}}: 1 \leq i \leq n\right\}$.

Proof. One can start from a system as (1.1) and if some matrix $\pi_{p}(M)$ is invertible, then multiplying the system by $\pi_{p}(M)^{-1}$ we get a new system. Thus, the partial derivatives can be written by

$$
\left(\begin{array}{c}
F_{x_{1}}  \tag{1.4}\\
\vdots \\
F_{x_{p-1}} \\
F_{x_{p+1}} \\
\vdots \\
F_{x_{n}}
\end{array}\right)=-\pi_{p}(M)^{-1} M_{p} F_{p}, \quad F_{i}=\left(\begin{array}{c}
f_{1 x_{i}} \\
f_{2 x_{i}} \\
\vdots \\
f_{n-1 x_{i}} \\
f_{n x_{i}}
\end{array}\right) .
$$

Thus, the proof is finished.

## 2 Algebras and $\mathbb{A}$-differentiability

### 2.1 Algebras and matrix algebras

Definition 2. We call an $\mathbb{R}$-linear space $\mathbb{L}$ an algebra if it is endowed with a bilinear product $\mathbb{L} \times \mathbb{L} \rightarrow \mathbb{L}$ denoted by $(x, y) \mapsto x y$, which is associative and commutative $x(y z)=(x y) z$ and $x y=y x$ for all $x, y, z \in \mathbb{L}$; furthermore, there exists a unit $e \in \mathbb{L}$, which satisfies $e x=x$ for all $x \in \mathbb{L}$.

An algebra $\mathbb{L}$ will be denoted by $\mathbb{A}$ if $\mathbb{L}=\mathbb{R}^{n}$ and by $\mathbb{M}$ if $\mathbb{L}$ is an $n$-dimensional matrix algebra in the space of matrices $M(n, \mathbb{R})$, where the algebra product corresponds to the matrix product.

Definition 3. If $\mathbb{A}$ is an algebra, the $\mathbb{A}$-product between the elements of the canonical basis $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ of $\mathbb{R}^{n}$ is given by

$$
e_{i} e_{j}=\sum_{k=1}^{n} c_{i j k} e_{k}
$$

where $c_{i j k} \in \mathbb{R}$ for $i, j, k \in\{1,2, \ldots, n\}$ are called structure constants of $\mathbb{A}$. The first fundamental representation of $\mathbb{A}$ is the injective linear homomorphism $R: \mathbb{A} \rightarrow M(n, \mathbb{R})$ defined by $R: e_{i} \mapsto R_{i}$, where $R_{i}$ is the matrix with $\left[R_{i}\right]_{j k}=c_{i k j}$, for $i=1,2, \ldots, n$.

### 2.2 A-differentiability and algebrizability of vector fields

The $\mathbb{A}$-differentiability of vector fields is the same definition as the differentiability in the sense of Lorch with respect to $\mathbb{A}$, see [8].

Definition 4. Let $\mathbb{A}$ be an algebra, and $F$ a vector field which is defined and differentiable in the usual sense on an open set $\Omega \subset \mathbb{R}^{n}$. We say $F$ is $\mathbb{A}$-differentiable on $\Omega$ if there exists a vector field $F^{\prime}$ defined on $\Omega$ such that

$$
\begin{equation*}
d F_{p}(v)=F^{\prime}(p) \cdot v \tag{2.1}
\end{equation*}
$$

where $F^{\prime}(p) \cdot v$ denotes the $\mathbb{A}$-product of $F^{\prime}(p)$ and $v$ for every vector $v$ in $\mathbb{R}^{n}$ and $p \in \Omega$.
For the $\mathbb{A}$-differentiability, most of the known results on calculus in $\mathbb{R}$ or $\mathbb{C}$ transfers to $\mathbb{A}$-calculus, see [3], only one must to be careful with singular elements, these are non-invertible elements with respect to the $\mathbb{A}$-product.

Definition 5. We say two system of linear partial differential equation (PDEs) with constant coefficients are equivalent if through elementary row operations carry one of them to the other.
The $\mathbb{A}$-differentiability has associated sets of PDEs, see Theorem 2.
Definition 6. We call generalized Cauchy-Riemann equations associated to $\mathbb{A}$ to any system of PDEs equivalent to equations obtained of $e_{j} F_{i}=e_{i} F_{j}$, with $i, j \subset\{1,2, \ldots, n\}$.

## 3 Characterization of algebras

The following theorem, proved in [13] for $P$ with $|P|=1$ and $\alpha_{p}=1$, characterizes the associative commutative algebras $\mathbb{A}$ with unit $e_{p}$ in the canonical basis $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ of $\mathbb{R}^{n}$. This completes the characterization of associative commutative algebras $\mathbb{M}$ in $M_{n}(\mathbb{R})$ that are the image of a first fundamental representation of $n$-dimensional algebras $\mathbb{A}$. Since algebras are isomorphic to their first fundamental representations, this gives a complete characterization of the algebras. Also this result is used to give conditions on PDEs systems so that they are generalized Cauchy-Riemann equations.

Theorem 1. The spanned set by $\left\{A_{i}: i=1, \ldots, n\right\}$ is the image of the first fundamental representation of an algebra $\mathbb{A}$, with $R\left(e_{i}\right)=A_{i}, e=\sum_{p \in P} \alpha_{p} e_{p}$, where

$$
\begin{equation*}
A_{i} A_{j}=\sum_{t=1}^{n} a_{i j t} A_{t}, \quad I=\sum_{p \in P} a_{p} A_{p} \tag{3.1}
\end{equation*}
$$

if and only if
(a) there exists a commutative set $\left\{A_{1}, A_{2}, \ldots, A_{n}\right\} \subset M_{n}(\mathbb{R})$, where $A_{i}=\left(a_{i s r}\right)$, that is

$$
\begin{equation*}
A_{i} A_{j}=A_{j} A_{i}, \quad i, j=1, \ldots, n \tag{3.2}
\end{equation*}
$$

(b) there exists an index set $P \subset\{1, \ldots, n\}$ with $\left\{\alpha_{p}\right\}_{p \in P}$ such that

$$
\begin{equation*}
\sum_{p \in P} a_{p} a_{i p r}=\delta_{i r}, \quad i, r=1, \ldots, n \tag{3.3}
\end{equation*}
$$

Proof. The proof in the forward direction is known, see [6, p. 642, equation 4].
Conversely, let $B_{i j}=A_{i} A_{j}$ and let $b_{p u}$ the element of the matrix $B_{i j}$ with row-index $u$ and column-index $p$. Then by (3.3)

$$
\sum_{p \in P} a_{p} b_{p u}=\sum_{p \in P} \alpha_{p} \sum_{t=1} a_{i t u} a_{j p t}=\sum_{t=1} a_{i t u} \sum_{p \in P} a_{p} a_{j p t}=\sum_{t=1} a_{i t u} \delta_{j t}=a_{i j u}
$$

Using that $A_{i} A_{j}=A_{j} A_{i}$, and doing the same calculations as above, for $A_{j} A_{i}$ we have

$$
\begin{equation*}
a_{i j u}=a_{j i u} \quad \text { for } i, j, u=1, \ldots, n \tag{3.4}
\end{equation*}
$$

Furthermore, another expression for the entries of $A_{i} A_{j}=A_{j} A_{i}$ is

$$
\begin{equation*}
\sum_{t=1} a_{i t u} a_{j v t}=\sum_{t=1} a_{j t u} a_{i v t} \tag{3.5}
\end{equation*}
$$

Then we have (following Ward's proof [13])

$$
\left(A_{i} A_{j}\right)_{r s}=\sum_{t=1}^{n} a_{i t r} a_{j s t}=\sum_{t=1}^{n} a_{j t r} a_{i s t}=\sum_{t=1}^{n} a_{j t r} a_{s i t}=\sum_{t=1}^{n} a_{s t r} a_{j i t}=\sum_{t=1}^{n} a_{t s r} a_{i j t}=\sum_{t=1}^{n} a_{i j t} a_{t s r}
$$

and then $A_{i} A_{j}=\sum_{t=1}^{n} a_{i j t} A_{t}$. The first equality is obtained by matrix-product definition, the second and fourth are by (3.5), the third and fifth by (3.4), and the sixth by commutativity of $\mathbb{R}$. From (3.3), we see that the $A_{i}$ are linearly independent with respect to $\mathbb{R}$. Now we shall prove $\sum_{p \in P} \alpha_{p} A_{p}=I$. If

$$
A_{p}=\left(\begin{array}{cccc}
a_{p 11} & a_{p 21} & \cdots & a_{p n 1} \\
a_{p 12} & a_{p 22} & \cdots & a_{p n 2} \\
\vdots & \vdots & \ddots & \vdots \\
a_{p 1 n} & a_{p 2 n} & \cdots & a_{p n n}
\end{array}\right)
$$

then analyzing every element of the matrix $\sum_{p \in P} \alpha_{p} A_{p}$ (with row-index $r$ and column-index $s$ )

$$
\left(\sum_{p \in P} \alpha_{p} A_{p}\right)_{r s}=\sum_{p \in P} \alpha_{p} a_{p s r}=\sum_{p \in P} \alpha_{p} a_{s p r}=\delta_{s r}
$$

and then $\sum_{p \in P} \alpha_{p} A_{p}=I$, where we used (3.4) and (3.3).
Next, an example outside the scope of Theorem 1 is given, i.e., the algebra is not image of a first fundamental representation.

Example 1. Consider the matrices $\beta=\left\{A_{1}, A_{2}, A_{3}\right\}$ given by

$$
A_{1}=\left(\begin{array}{ccc}
\frac{1}{2} & 0 & 0 \\
0 & \frac{1}{3} & 0 \\
0 & 0 & \frac{1}{3}
\end{array}\right), \quad A_{2}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & -\frac{1}{3} & 0 \\
0 & 0 & -\frac{1}{3}
\end{array}\right), \quad A_{3}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & 0
\end{array}\right) .
$$

It can be verified that the matrices $\left\{A_{1}, A_{2}, A_{3}\right\}$ are commutative, and their matrix products satisfy the following relations:

$$
\begin{array}{c|ccc} 
& A_{1} & A_{2} & A_{3}  \tag{3.6}\\
\hline A_{1} & \frac{1}{2} A_{1}+\frac{1}{6} A_{2} & \frac{1}{3} A_{2} & \frac{1}{3} A_{3} \\
A_{2} & \frac{1}{3} A_{2} & -\frac{1}{3} A_{2} & -\frac{1}{3} A_{3} \\
A_{3} & \frac{1}{3} A_{3} & -\frac{1}{3} A_{3} & 0
\end{array} .
$$

Then they define a 3D commutative matrix algebra $\mathbb{M}$, which in this case is given by

$$
\mathbb{M}=\left\{\left(\begin{array}{ccc}
x & 0 & 0 \\
0 & y & 0 \\
0 & z & y
\end{array}\right): x, y, z \in \mathbb{R}\right\}
$$

We take $P=\{1,2\}, a_{1}=2$, and $\alpha_{2}=-1$, since $2 a_{112}-a_{122}=2 \cdot 0-\frac{1}{3}=-\frac{1}{3}$, the conditions of Theorem 1 are not satisfied. Then it is not first fundamental representation.

We can find the first fundamental representation with respect to this basis, which would give a matrix algebra $\mathbb{M}_{R}$, which should not match $\mathbb{M}$, but should be an algebra of simultaneously diagonalizable matrices which is conjugate to $\mathbb{M}$, i.e., $\mathbb{M}=B \mathbb{M}_{R} B^{-1}$, where $B$ is an invertible matrix.

Next, two examples are given where the algebra is the image of a first fundamental representation.
Example 2. The following matrices satisfy (3.2) and (3.3) of Theorem 1

$$
A_{1}=\left(\begin{array}{ccc}
\frac{1}{2} & 0 & 0 \\
\frac{1}{6} & \frac{1}{3} & 0 \\
0 & 0 & \frac{1}{3}
\end{array}\right), \quad A_{2}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
\frac{1}{3} & -\frac{1}{3} & 0 \\
0 & 0 & -\frac{1}{3}
\end{array}\right), \quad A_{3}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
\frac{1}{3} & -\frac{1}{3} & 0
\end{array}\right) .
$$

Actually, they have the same matrix products as (3.6). For condition (3.3) we take $P=\{1,2\}$, with $\alpha_{1}=2$ and $\alpha_{2}=-1$. Then

$$
2 A_{1}-A_{2}=\left(\begin{array}{lll}
2 a_{111}-a_{121} & 2 a_{211}-a_{221} & 2 a_{311}-a_{321} \\
2 a_{112}-a_{122} & 2 a_{212}-a_{222} & 2 a_{312}-a_{322} \\
2 a_{113}-a_{123} & 2 a_{213}-a_{223} & 2 a_{313}-a_{323}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

Example 3. Consider the matrices $\beta=\left\{A_{1}, A_{2}, A_{3}\right\}$ given by

$$
A_{1}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad A_{2}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad A_{3}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & 0
\end{array}\right)
$$

We take $P=\{1,2\}, \alpha_{1}=1$, and $\alpha_{2}=1$. Then

$$
\left(\begin{array}{lll}
a_{111}+a_{121} & a_{211}+a_{221} & a_{311}+a_{321} \\
a_{112}+a_{122} & a_{212}+a_{222} & a_{312}+a_{322} \\
a_{113}+a_{123} & a_{213}+a_{223} & a_{313}+a_{323}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Therefore, the conditions of Theorem 1 are satisfied.
It can be verified that the matrices $\left\{A_{1}, A_{2}, A_{3}\right\}$ are commutative, $I=A_{1}+A_{2}$ with $I$ the identity matrix, and their matrix products satisfy the following relations:

$$
\begin{array}{c|ccc} 
& A_{1} & A_{2} & A_{3} \\
\hline A_{1} & A_{1} & 0 & 0 \\
A_{2} & 0 & A_{2} & A_{3} \\
A_{3} & 0 & A_{3} & 0
\end{array} .
$$

Thus, $R\left(A_{i}\right)=A_{i}$ for $i=1,2,3$.

## 4 Characterization of algebrizable vector fields

In the following lemma we think the elements of $\mathbb{R}^{n}$ as columns.
Lemma 4.1. Let $\mathbb{A}$ be an algebra and $R: \mathbb{A} \rightarrow M_{n}(\mathbb{R})$ its first fundamental representation. Then $R(a) b=a b$, where $R(a) b$ denotes the product between the matrix $R(a)$ and the vector $b$, and ab denotes the product in $\mathbb{A}$.
Proof. Firstly, we see that $R\left(e_{i}\right) e_{j}=e_{i} e_{j}$ :

$$
R\left(e_{i}\right) e_{j}=\left(\begin{array}{cccc}
c_{i 11} & c_{i 21} & \cdots & c_{i n 1} \\
c_{i 12} & c_{i 22} & \cdots & c_{i n 2} \\
\vdots & \vdots & \ddots & \vdots \\
c_{i 1 n} & c_{i 2 n} & \cdots & c_{i n n}
\end{array}\right) e_{j}=\left(\begin{array}{c}
c_{i j 1} \\
c_{i j 2} \\
\vdots \\
c_{i j n}
\end{array}\right)=\sum_{k=1}^{n} c_{i j k} e_{k}
$$

Then

$$
R\left(e_{i}\right) b=R\left(e_{i}\right) \sum_{j=1}^{n} b_{j} e_{j}=\sum_{j=1}^{n} b_{j} R\left(e_{i}\right) e_{j}=\sum_{j=1}^{n} b_{j} e_{i} e_{j}=e_{i} \sum_{j=1}^{n} b_{j} e_{j}=e_{i} b
$$

Next, using the previous equality we obtain

$$
R(a) b=R\left(\sum_{i=1}^{n} a_{i} e_{i}\right) b=\sum_{i=1}^{n} a_{i} R\left(e_{i}\right) b=\sum_{i=1}^{n} a_{i} e_{i} b=a b
$$

This prove the lemma.
By using Lemma 4.1, the Cauchy-Riemann equations $e_{i} F_{k}=e_{k} F_{i}$ can be written as

$$
R\left(e_{i}\right) F_{k}=R\left(e_{k}\right) F_{i}, \quad i, i \in\{1,2, \ldots, n\}, \quad i \neq j
$$

If the unit $e$ of $\mathbb{A}$ is given by $e=\sum_{p \in P} \alpha_{p} e_{p}$, then the partial derivatives $f_{i x_{k}}$ of the components $f_{i}$ of algebraizable vector fields $F$ can be expressed as a linear combination of $\left\{f_{i x_{p}}: p \in P\right\}$, this is included in the fourth characterization of $\mathbb{A}$-differentiability given in the following theorem. Note that (3) is the same as [12, Satz 3].

Theorem 2. Let $F=\left(f_{1}, f_{2}, \ldots, f_{n}\right)$ be a differentiable field vector in the usual sense, $\mathbb{A}$ an algebra with first fundamental representation $R$ given by $R\left(e_{i}\right)=R_{i}$ and unity $e=\sum_{p \in P} \alpha_{p} e_{p}$, where $P$ is an index set $P \subset\{1, \ldots, n\}$. Then the following items are equivalent:
(1) $F$ is $\mathbb{A}$-differentiable.
(2) $F$ satisfies $e_{j} F_{X_{i}}=e_{i} F_{X_{j}}$ for all $i, j \in\{1,2, \ldots, n\}$ with respect to $\mathbb{A}$.
(3) The partial derivatives $F_{x_{k}}$ of $F$ satisfy

$$
\begin{equation*}
F_{X_{k}}=R_{k} \sum_{p \in P} a_{p} F_{X_{p}} \tag{4.1}
\end{equation*}
$$

(4) The Jacobian of F satisfies

$$
\begin{equation*}
J F=\sum_{p \in P} \alpha_{p} f_{1 x_{p}} R_{1}+\sum_{p \in P} \alpha_{p} f_{2 x_{p}} R_{2}+\cdots+\sum_{p \in P} \alpha_{p} f_{n x_{p}} R_{n} . \tag{4.2}
\end{equation*}
$$

Proof. (1) $\Rightarrow$ (2) Since $F$ is $\mathbb{A}$-differentiable, we have that there exists a vector field $F^{\prime}$ such that $d F_{x}(v)=F^{\prime}(x) v$ for every vector $v$. This implies that

$$
e_{j} F_{X_{i}}=e_{j} d F\left(e_{i}\right)=e_{j} F^{\prime} e_{i}=e_{i} F^{\prime} e_{j}=e_{i} d F\left(e_{j}\right)=e_{i} F_{X_{j}}
$$

which are the generalized Cauchy-Riemann equations associated to $\mathbb{A}$.

$$
(2) \Rightarrow(3) \text { If }
$$

$$
R_{i} F_{X_{k}}=R_{k} F_{X_{i}} \quad \text { for } i, k=1, \ldots, n,
$$

then

$$
\alpha_{p} R_{p} F_{X_{k}}=\alpha_{p} R_{k} F_{x_{p}} \quad \text { for } p \in P
$$

Thus, summing for $p \in P$,

$$
\begin{aligned}
\sum_{p \in P} \alpha_{p} R_{p} F_{X_{k}} & =\sum_{p \in P} a_{p} R_{k} F_{X_{p}} \\
F_{X_{k}} & =R_{k} \sum_{p \in P} \alpha_{p} F_{X_{p}}
\end{aligned}
$$

where $\sum_{p \in P} \alpha_{p} R_{p}=I$ is the identity matrix because the expression of the identity $e$.
(3) $\Rightarrow$ (4) Let $U=\sum_{p \in P} \alpha_{p} F_{X_{p}}$ be. From (3) we have $F_{X_{k}}=R_{k} U$. Thus, the Jacobian matrix $J F$ of $F$ is given in component notation by

$$
\begin{aligned}
& J F=\left(R_{1} U\left|R_{2} U\right| \ldots \mid R_{n} U\right) \\
& =\left(\left(\begin{array}{cccc}
r_{111} & r_{121} & \cdots & r_{1 n 1} \\
r_{112} & r_{122} & \cdots & r_{1 n 2} \\
\vdots & \vdots & \ddots & \vdots \\
r_{11 n} & r_{12 n} & \cdots & r_{1 n n}
\end{array}\right)\left(\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{n}
\end{array}\right)|\cdots|\left(\begin{array}{cccc}
r_{n 11} & r_{n 21} & \cdots & r_{n n 1} \\
r_{n 12} & r_{n 22} & \cdots & r_{n n 2} \\
\vdots & \vdots & \ddots & \vdots \\
r_{n 1 n} & r_{n 2 n} & \cdots & r_{n n n}
\end{array}\right)\left(\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{n}
\end{array}\right)\right) \\
& =\left(\left.\sum_{i=1}^{n} u_{i}\left(\begin{array}{c}
r_{1 i 1} \\
r_{1 i 2} \\
\vdots \\
r_{1 i n}
\end{array}\right)\left|\sum_{i=1}^{n} u_{i}\left(\begin{array}{c}
r_{2 i 1} \\
r_{2 i 2} \\
\vdots \\
r_{2 i n}
\end{array}\right)\right| \cdots \right\rvert\, \sum_{i=1}^{n} u_{i}\left(\begin{array}{c}
r_{n i 1} \\
r_{n i 2} \\
\vdots \\
r_{n i n}
\end{array}\right)\right) \\
& =\sum_{i=1}^{n} u_{i}\left(\begin{array}{cccc}
r_{1 i 1} & r_{2 i 1} & \cdots & r_{n i 1} \\
r_{1 i 2} & r_{2 i 2} & \cdots & r_{n i 2} \\
\vdots & \vdots & \ddots & \vdots \\
r_{1 i n} & r_{2 i n} & \cdots & r_{\text {nin }}
\end{array}\right)=\sum_{i=1}^{n} u_{i}\left(\begin{array}{cccc}
r_{i 11} & r_{i 21} & \cdots & r_{i n 1} \\
r_{i 12} & r_{i 22} & \cdots & r_{i n 2} \\
\vdots & \vdots & \ddots & \vdots \\
r_{i 1 n} & r_{i 2 n} & \cdots & r_{i n n}
\end{array}\right) \text {, }
\end{aligned}
$$

where the last equality is obtained from commutativity of $\mathbb{A}$.
$(4) \Rightarrow(1)$ Suppose that the Jacobian of $F$ satisfies equality (4.2). So our candidate for $\mathbb{A}$-derivative of $F$ is

$$
\sum_{k=1}^{n} \sum_{p \in P} a_{p} f_{k x_{p}} e_{k}
$$

We have to prove the equality

$$
\begin{equation*}
d F(v)=\left(\sum_{k=1}^{n} \sum_{p \in P} \alpha_{p} f_{k x_{p}} e_{k}\right)(v) \tag{4.3}
\end{equation*}
$$

where the product indicated on the right hand side represents the product of $\mathbb{A}$. First, we have that the differential of $F$ applied to $v$ is the Jacobian matrix $J F$ of $F$ multiplied by $v$ through the matrix product

$$
\begin{equation*}
d F(v)=\left(\sum_{k=1}^{n}\left(\sum_{p \in P} a_{p} f_{k x_{p}}\right) R_{k}\right)(v) \tag{4.4}
\end{equation*}
$$

Next, by Lemma 4.1 we have

$$
\begin{equation*}
d F(v)=\sum_{k=1}^{n}\left(\sum_{p \in P} a_{p} f_{k x_{p}}\right)\left(e_{k} v\right) \tag{4.5}
\end{equation*}
$$

where $e_{k} v$ represent the product with respect to an $\mathbb{A}$. Therefore equality (4.3) holds, because the right side of (4.5) is equal to the right side of (4.3). This shows that $F$ is $\mathbb{A}$-differentiable and that the $\mathbb{A}$-derivative of $F$ is

$$
F^{\prime}=\sum_{k=1}^{n}\left(\sum_{p \in P} a_{p} f_{k x_{p}}\right) e_{k}
$$

Due to Theorem 2, in the next corollary we give the set of all solutions of system (0.3).
Corollary 4.1. If there is an algebra $\mathbb{A}$ such that system (0.3) are the Cauchy-Riemann equations for $\mathbb{A}$, then the $\mathbb{A}$-differentiable functions are all solutions of system (0.3).

The following example gives two algebras $\mathbb{A}_{1}$ and $\mathbb{A}_{2}$ for which the family of functions $\mathbb{A}_{1}$-differentiable and $\mathbb{A}_{2}$-differentiable are the same, since they have the same generalized Cauchy-Riemann equations.
Example 4. The linear space $\mathbb{R}^{3}$ endowed with the product

|  | $e_{1}$ | $e_{2}$ | $e_{3}$ |
| :---: | :---: | :---: | :---: |
| $e_{1}$ | $\frac{1}{2} e_{1}+\frac{1}{6} e_{2}$ | $\frac{1}{3} e_{2}$ | $\frac{1}{3} e_{3}$ |
| $e_{2}$ | $\frac{1}{3} e_{2}$ | $-\frac{1}{3} e_{2}$ | $-\frac{1}{3} e_{3}$ |
| $e_{3}$ | $\frac{1}{3} e_{3}$ | $-\frac{1}{3} e_{3}$ | 0 |,

define an algebra $\mathbb{A}$ with unit $e=2 e_{1}-e_{2}$. The Cauchy-Riemann equations for the $\mathbb{A}$-derivative are given by

$$
\begin{aligned}
f_{1 y}=0, & f_{1 x}-f_{2 x}-f_{2 y} & =0, & f_{3 x}+f_{3 y}=0 \\
f_{1 z}=0, & f_{2 z} & =0, & f_{1 x}-f_{2 x}-f_{3 z}=0
\end{aligned}
$$

Thus,

$$
\left(\begin{array}{ccc}
f_{1 x} & f_{1 y} & f_{1 z} \\
f_{2 x} & f_{2 y} & f_{2 z} \\
f_{3 x} & f_{3 y} & f_{3 z}
\end{array}\right)=\left(2 f_{1 x}-f_{1 y}\right)\left(\begin{array}{ccc}
\frac{1}{2} & 0 & 0 \\
\frac{1}{6} & \frac{1}{3} & 0 \\
0 & 0 & \frac{1}{3}
\end{array}\right)+\left(2 f_{2 x}-f_{2 y}\right)\left(\begin{array}{ccc}
0 & 0 & 0 \\
\frac{1}{3} & -\frac{1}{3} & 0 \\
0 & 0 & -\frac{1}{3}
\end{array}\right)+\left(2 f_{3 x}-f_{3 y}\right)\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
\frac{1}{3} & -\frac{1}{3} & 0
\end{array}\right)
$$

That is,

$$
J F=\left(2 f_{1 x}-f_{1 y}\right) R_{1}+\left(2 f_{2 x}-f_{2 y}\right) R_{2}+\left(2 f_{3 x}-f_{3 y}\right) R_{3}
$$

where $R_{i}=R\left(e_{i}\right), R: \mathbb{A} \rightarrow M_{n}(\mathbb{R})$ of $\mathbb{A}$.
On the other hand, for the same generalized Cauchy-Riemann equations, the partial derivatives $f_{i x_{j}}$ can be written in terms of a linear combination of $f_{1 x}, f_{2 x}, f_{3 x}$, from which we obtain

$$
\left(\begin{array}{lll}
f_{1 x} & f_{1 y} & f_{1 z} \\
f_{2 x} & f_{2 y} & f_{2 z} \\
f_{3 x} & f_{3 y} & f_{3 z}
\end{array}\right)=f_{1 x}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)+f_{2 x}\left(\begin{array}{ccc}
0 & 0 & 0 \\
1 & -1 & 0 \\
0 & 0 & -1
\end{array}\right)+f_{3 x}\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & -1 & 0
\end{array}\right)
$$

Since these matrices satisfy the Ward conditions, we have that $F=\left(f_{1}, f_{2}, f_{3}\right)$ is $\mathbb{B}$-differentiable, where $\mathbb{B}$ is the algebra defined by $\mathbb{R}^{3}$ with respect to the product

|  | $e_{1}$ | $e_{2}$ | $e_{3}$ |
| :---: | :---: | :---: | :---: |
| $e_{1}$ | $e_{1}$ | $e_{2}$ | $e_{3}$ |
| $e_{2}$ | $e_{2}$ | $-e_{2}$ | $-e_{3}$ |
| $e_{3}$ | $e_{3}$ | $-e_{3}$ | 0 |.

The unit $e$ of $\mathbb{B}$ is $e=e_{1}$.

## 5 Linear independence of Cauchy-Riemann equations

Theorem 3. A set of generalized Cauchy-Riemann equations associated with an algebra $\mathbb{A}$ contains $n(n-1)$ linearly independent PDEs.

Proof. By Theorem 2, a set of generalized Cauchy-Riemann equations associated with an algebra $\mathbb{A}$ is equivalent to equation (4.1). Then a set of Cauchy-Riemann equations for $\mathbb{A}$-differentiability is given by

$$
F_{k}=R_{k} \sum_{p=1}^{n} \alpha_{p} F_{p}, \quad k=1,2, \ldots, n
$$

where $R_{i}$ are its first fundamental representation $n \times n$ matrices with

$$
I=\alpha_{1} R_{1}+\cdots+\alpha_{n} R_{n}
$$

They can be rewritten as $n$ equations as follows:

$$
\begin{aligned}
F_{1} & =R_{1}\left(\alpha_{1} F_{1}+\cdots+\alpha_{n} F_{n}\right), \\
& \vdots \\
F_{n} & =R_{n}\left(a_{1} F_{1}+\cdots+a_{n} F_{n}\right),
\end{aligned}
$$

as well as

$$
\begin{array}{r}
\left(\alpha_{1} R_{1}-I\right) F_{1}+\alpha_{2} R_{1} F_{2}+\cdots+\alpha_{n} R_{1} F_{n}=0 \\
\vdots \\
a_{1} R_{n} F_{1}+\alpha_{2} R_{n} F_{2}+\cdots+\left(a_{n} R_{n}-I\right) F_{n}=0
\end{array}
$$

In order to prove that the later equations are linearly independent, we are to consider the next $n \times n$-matrix (where each entry is another $n \times n$-matrix)

$$
\left[\begin{array}{ccccc}
\alpha_{1} R_{1}-I & \alpha_{2} R_{1} & \alpha_{3} R_{1} & \cdots & \alpha_{n} R_{1} \\
\alpha_{1} R_{2} & \alpha_{2} R_{2}-I & \alpha_{3} R_{2} & \cdots & \alpha_{n} R_{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\alpha_{1} R_{n} & \alpha_{2} R_{n} & \alpha_{3} R_{n} & \cdots & a_{n} R_{n}-I
\end{array}\right]
$$

and prove that this matrix has maximal range, namely $n(n-1)$. For this it is only necessary to prove that only one of the columns is linearly dependent of the others. To achieve this, we will do operations between rows and columns in order to preserve the same set of solutions, and one column will be only zeros.

For this, we take only the columns where $\alpha_{p} \neq 0$, because if $\alpha_{p}=0$, then that column will have only zeros except the $p$-th entry, as follows:

$$
\left[\begin{array}{c}
0 \\
\vdots \\
-I \\
\vdots \\
0
\end{array}\right]
$$

Therefore, let us consider the non-zero $\alpha_{p}$, let us say $\alpha_{p}$ for $p=1,2, \ldots, l$. Then the $n \times l$-matrix with $\alpha_{p} \neq 0$ is

$$
\left[\begin{array}{ccccc}
a_{1} R_{1}-I & \alpha_{2} R_{1} & \alpha_{3} R_{1} & \cdots & \alpha_{l} R_{1} \\
\alpha_{1} R_{2} & \alpha_{2} R_{2}-I & \alpha_{3} R_{2} & \cdots & \alpha_{l} R_{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a_{1} R_{l} & \alpha_{2} R_{l} & \alpha_{3} R_{l} & \cdots & \alpha_{l} R_{l}-I
\end{array}\right] .
$$

To the later matrix, it will be done the next row operation: fixing the first row, for each $k$-th row, $k=2,3, \ldots, l$, $k$-th row is replaced by $k$-th row plus $\frac{a_{1}}{a_{k}}$ times first row. Then one gets

$$
\left[\begin{array}{ccccc}
\alpha_{1} R_{1}-I & \alpha_{2} R_{1} & \alpha_{3} R_{1} & \cdots & \alpha_{l} R_{1} \\
\frac{\alpha_{1}}{\alpha_{2}}\left(\alpha_{1} R_{1}+\alpha_{2} R_{2}-I\right) & \alpha_{1} R_{1}+\alpha_{2} R_{2}-I & \frac{\alpha_{3}}{\alpha_{2}}\left(\alpha_{1} R_{1}+\alpha_{2} R_{2}\right) & \cdots & \frac{\alpha_{l}}{\alpha_{2}}\left(\alpha_{1} R_{1}+\alpha_{2} R_{2}\right) \\
\frac{\alpha_{1}}{\alpha_{3}}\left(\alpha_{1} R_{1}+\alpha_{3} R_{3}-I\right) & \frac{\alpha_{2}}{\alpha_{3}}\left(\alpha_{1} R_{1}+\alpha_{3} R_{3}\right) & \alpha_{1} R_{1}+\alpha_{3} R_{3}-I & \cdots & \frac{\alpha_{l}}{\alpha_{3}}\left(\alpha_{1} R_{1}+\alpha_{3} R_{3}\right) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{\alpha_{1}}{\alpha_{l}}\left(\alpha_{1} R_{1}+\alpha_{l} R_{l}-I\right) & \frac{\alpha_{2}}{\alpha_{l}}\left(\alpha_{1} R_{1}+\alpha_{l} R_{l}\right) & \frac{\alpha_{3}}{a_{l}}\left(\alpha_{1} R_{1}+\alpha_{l} R_{l}\right) & \cdots & \alpha_{1} R_{1}+\alpha_{l} R_{l}-I
\end{array}\right]
$$

Now, for the next column operation: fix the last column, for each $s$-th column, $s=1,2, \ldots, l-1$, the $s$-th column is replaced by $s$-th column minus $\frac{a_{s}}{a_{l}}$ times last column. Then one gets

$$
\left[\begin{array}{ccccc}
-I & 0 & 0 & \cdots & \alpha_{l} R_{1} \\
-\frac{\alpha_{1}}{a_{2}} I & -I & 0 & \cdots & \frac{a_{l}}{a_{2}}\left(\alpha_{1} R_{1}+\alpha_{2} R_{2}\right) \\
-\frac{\alpha_{1}}{a_{3}} I & 0 & -I & \cdots & \frac{a_{l}}{a_{3}}\left(a_{1} R_{1}+\alpha_{3} R_{3}\right) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \frac{a_{2}}{a_{l}} I & \frac{a_{3}}{a_{l}} I & \cdots & \alpha_{1} R_{1}+\alpha_{l} R_{l}-I
\end{array}\right]
$$

This last matrix is almost an inferior triangular matrix, except for the last column. Now, we are going to fix the first row, and for each $k$-th row, $k=2,3, \ldots, l, k$-th row is replaced by $k$-th row minus $\frac{a_{1}}{a_{k}}$ times first row. Then one gets

$$
\left[\begin{array}{ccccc}
-I & 0 & 0 & \cdots & a_{l} R_{1} \\
0 & -I & 0 & \cdots & a_{l} R_{2} \\
0 & 0 & -I & \cdots & a_{l} R_{3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{a_{1}}{a_{l}} I & \frac{a_{2}}{a_{l}} I & \frac{a_{3}}{a_{l}} I & \cdots & a_{l} R_{l}-I
\end{array}\right]
$$

Finally, we are going to do several row operations at once, we are going to sum a multiple constant of each row, to the last row, i.e. the last row will be replaced by

$$
l \text {-th row }+\frac{\alpha_{1}}{\alpha_{l}}(\text { first row })+\frac{\alpha_{2}}{\alpha_{l}}(\text { second row })+\cdots+\frac{\alpha_{l-1}}{\alpha_{l}}[(l-1)-\text { th row }] .
$$

Then one gets

$$
\left[\begin{array}{ccccc}
-I & 0 & 0 & \cdots & \alpha_{l} R_{1} \\
0 & -I & 0 & \cdots & \alpha_{l} R_{2} \\
0 & 0 & -I & \cdots & \alpha_{l} R_{3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0
\end{array}\right]
$$

Where we use the expression $I=\alpha_{1} R_{l}+\alpha_{2} R_{2}+\cdots+\alpha_{l} R_{l}$ in the (l,l)-entry. Therefore, the range of the last matrix is $(l-1)$ and each entry is a $n \times n$ matrix. In addition, we have $(n-l)$ independent columns because the $\alpha_{p}=0$. With this we have shown that the $n(n-1)$ Cauchy-Riemann equations are linearly independent.

## 6 Ward completion

The next theorem is the main result in Ward's paper [13].

Theorem (Ward [13, Theorem 2]). Suppose the system of PDEs (0.3) has the property that for some fixed integer p, it implies the set

$$
J F=f_{1 x_{p}} R_{1}+f_{2 x_{p}} R_{2}+\cdots+f_{n x_{p}} R_{n}
$$

Suppose further that the matrices $A_{i}=\left(a_{i s r}\right), i=1, \ldots, n$, are commutative and satisfy the zero trace condition. Then there is a uniquely determined algebra $\mathbb{A}$ for which (0.3) is a set of generalized Cauchy-Riemann differential equations.

Now, we give a generalization of the algebrizability of vector fields, in the following theorem, which completes the above theorem.

Theorem 4. There exists an algebra $\mathbb{A}$ for which the set (0.3) is the system of generalized Cauchy-Riemann equations if and only if the following three statements are satisfied:
(1) there exists a set of matrices $\left\{A_{i}=\left(a_{i s r}\right): i=1,2, \ldots, n\right\}$ in $M_{n}(\mathbb{R})$ such that set (0.3) implies equality (4.2) for $R_{i}=\left(a_{i s r}\right)$,
(2) $\left\{A_{i}: i=1,2, \ldots, n\right\}$ is commutative, that is, $A_{i} A_{j}=A_{j} A_{i}$ for $1 \leq i, j \leq n$, and
(3) set (0.3) satisfies the zero trace condition (Definition 1).

Proof. Suppose we take $\mathbb{A}$ such that the set of PDEs (0.3) is its system of generalized Cauchy-Riemann equations, and $A_{i}=R\left(e_{i}\right)$ for $i=1,2 \ldots, n$, where $R$ is the first fundamental representation of $\mathbb{A}$. Thus:
(1) is a direct consequence of Theorem 3,
(2) is satisfied because is $\mathbb{A}$ is an algebra,
(3) system (0.3) satisfies the zero trace condition because it is satisfied by the set of PDEs obtained by equality (4.2) of Theorem 2 and this set is equivalent to system (0.3).

Now we have to show the converse.
Since each PDE of system (4.2) is a linear combination of the set of PDEs (0.3), it follows since PDEs (0.3) hold the zero trace condition of PDEs (0.3), that is, $\sum_{i=1}^{n} d_{k i i}=0$ with $k=1,2, \ldots, n(n-1)$, thus $\sum_{p \in P} a_{p} a_{t p r}=\delta_{r t}$. For example, (4.2) can be rewritten as

$$
\begin{aligned}
0= & \left(\begin{array}{cccc}
f_{11} & f_{12} & \ldots & f_{1 n} \\
f_{21} & f_{22} & \ldots & f_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
f_{n 1} & f_{n 2} & \ldots & f_{n n}
\end{array}\right)+\left(\begin{array}{cccc}
a_{111} & a_{121} & \ldots & a_{1 n 1} \\
a_{112} & a_{122} & \ldots & a_{1 n 2} \\
\vdots & \vdots & \ddots & \vdots \\
a_{11 n} & a_{12 n} & \ldots & a_{1 n n}
\end{array}\right) \sum_{p \in P} a_{p} f_{1 p} \\
& +\left(\begin{array}{cccc}
a_{211} & a_{221} & \ldots & a_{2 n 1} \\
a_{212} & a_{222} & \ldots & a_{2 n 2} \\
\vdots & \vdots & \ddots & \vdots \\
a_{21 n} & a_{22 n} & \ldots & a_{2 n n}
\end{array}\right) \sum_{p \in P} a_{p} f_{2 p}+\cdots+\left(\begin{array}{cccc}
a_{n 11} & a_{n 21} & \ldots & a_{n n 1} \\
a_{n 12} & a_{n 22} & \ldots & a_{n n 2} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1 n} & a_{n 2 n} & \ldots & a_{n n n}
\end{array}\right) \sum_{p \in P} a_{p} f_{n p} .
\end{aligned}
$$

Then, for $k=1$ one has

$$
0=-f_{11}+a_{111}\left(\alpha_{1} f_{11}+\cdots+a_{n} f_{n}\right)+a_{211}\left(\alpha_{1} f_{11}+\cdots+\alpha_{n} f_{n}\right)+\cdots+a_{n 11}\left(\alpha_{1} f_{11}+\cdots+\alpha_{n} f_{n}\right)
$$

and the coefficients are $d_{111}=-1+a_{1} a_{111}, d_{122}=\alpha_{2} a_{211}, \ldots, d_{1 n n}=\alpha_{n} a_{n 11}$. Then from the zero trace condition of PDEs (0.3),

$$
\begin{equation*}
\sum_{i=1}^{n} d_{1 i i}=-1+\sum_{i=1}^{n} a_{i} a_{i 11}=-1+\sum_{i=1}^{n} a_{i} a_{1 i 1}=0 \tag{6.1}
\end{equation*}
$$

Similarly, for $k=2$ one has

$$
0=-f_{12}+a_{121}\left(\alpha_{1} f_{11}+\cdots+\alpha_{n} f_{n}\right)+a_{221}\left(\alpha_{1} f_{11}+\cdots+a_{n} f_{n}\right)+\cdots+a_{n 21}\left(\alpha_{1} f_{11}+\cdots+\alpha_{n} f_{n}\right)
$$

and the coefficients are $d_{211}=a_{1} a_{121}, d_{222}=\alpha_{2} a_{221}, \ldots, d_{2 n n}=\alpha_{n} a_{n 21}$. Then from the zero trace condition of PDEs (0.3),

$$
\begin{equation*}
\sum_{i=1}^{n} d_{k i i}=\sum_{i=1}^{n} a_{i} a_{i 21}=\sum_{i=1}^{n} a_{i} a_{2 i 1}=0 \tag{6.2}
\end{equation*}
$$

In both cases (6.1)-(6.2), we used commutativity and $\sum_{p \in P} \alpha_{p} a_{t p r}=\delta_{r t}$. Hence by Theorem 1 the $A_{i}, i=1,2, \ldots, n$, form a basis of an algebra $\mathbb{M}$ with identity $I=\sum_{p \in P} \alpha_{p} A_{p}$. Therefore, if $\mathbb{A}$ is the first fundamental representation of $\mathbb{M}$, the set of PDEs (0.3) is satisfied for the $\mathbb{A}$-differentiable functions.

The following corollary is given by Ward in [13].
Corollary 6.1. A necessary and sufficient condition that the linearly independent PDEs

$$
\begin{equation*}
\sum_{i, j=1}^{2} d_{k i j} f_{i x_{j}}=0, \quad k=1,2 \tag{6.3}
\end{equation*}
$$

determine an algebra $\mathbb{A}$ for which (6.3) is a set of generalized Cauchy-Riemann equations is that

$$
\begin{equation*}
d_{k 11}+d_{k 22}=0, \quad k=1,2 \tag{6.4}
\end{equation*}
$$

A system of generalized Cauchy-Riemann equations for the algebra $\mathbb{A}$ with product given in the canonical basis of $\mathbb{R}^{2}$ given by $e_{1} e_{1}=e_{1}, e_{1} e_{2}=0, e_{2} e_{2}=e_{2}$, is the set (0.4). The unit $e$ of $\mathbb{A}$ is $e=e_{1}+e_{2}$. The $\mathbb{A}$-differentiable functions is the set of all the functions $F=\left(f_{1}, f_{2}\right)$, where $f_{1}\left(x_{1}, x_{2}\right)=f\left(x_{1}\right), f_{2}\left(x_{1}, x_{2}\right)=g\left(x_{2}\right)$, and $f, g$ are differentiable functions of one variable. Therefore, this is a case not covered by [13, Theorem 2]. However, this system satisfies and is in harmony with Corollary 6.1.
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