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Abstract: We complete the work done by James A. Ward in the mid-twentieth century on a system of partial
differential equations that defines an algebra𝔸 for which this system is the generalized Cauchy–Riemann equa-
tions for the derivative introduced by Sheffers at the end of the nineteenth century with respect to 𝔸, which
is also known as the Lorch derivative with respect to 𝔸, and recently simply called 𝔸-differentiability. We get
a characterization of finite-dimensional algebras, which are associative commutative with unity.

Keywords: Generalized Cauchy–Riemann equations, finite-dimensional associative commutative algebras
with unity, Lorch derivative, vector fields

MSC 2020: 35A09, 35F35, 15A27


Communicated by: Jan Frahm

Introduction

The theory of analytic functions in algebras was started by Sheffers [12] at the end of nineteenth century. Other
notable works are [3, 6, 8, 9, 11, 13]. The corresponding differentiability is known as Lorch differentiability which
is associated to algebras𝔸 (in all this work algebra will be anℝ-algebra associative commutative with unit), so
we call it𝔸-differentiability, see Section 2.2. This is similar to how the complex derivative is associated with the
system of complex numbers. We denote by 𝔸 an algebra that as a linear space 𝕃 is ℝn , and by𝕄 an algebra
that as a linear space 𝕃 is a subspace of matrices of dimension n into Mn(ℝ).

In this work, n-dimensional vector field and function from ℝn to ℝn , in both cases differentiable in the
usual sense, have the same meaning, except that we associate integral curves to vector fields. We suppose that
all vector fields are defined on open sets. Although themotivation for the study of algebras comes from the study
of differential equations, in this paperwe do not study such differential equations.Wewill say that a vector field
F is algebrizable if there exists an algebra𝔸 such that F is𝔸-differentiable. Next we give a description of part
of our motivation to study the algebrizability of vector fields:
(1) For a vector field and its corresponding system of autonomous ordinary differential equations (ODEs)

F =(
f1
...
fn

) ,
{{
{{
{

ẋ1 = f1(x1 , . . . , xn),
...

ẋn = fn(x1 , . . . , xn),
(0.1)
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we can consider a𝔸-differential equation of one𝔸-variable (𝔸-ODE)

dx
dτ
= F(x), (0.2)

for which each solution x(τ), which is an𝔸-differentiable function whose𝔸-derivative satisfies the differ-
ential equation (0.2), determines a solution ξ(t) = x(te) of the system (0.1). That is, one can use some of the
classical methods to solve ODEs in one variable, to solve equations in one variable over algebras like (0.2)
since one has𝔸-calculus for𝔸-differentiability (see [3]), and by evaluating these solutions in the direction
of the identity, te, we obtain solutions of the considered system of ODEs (0.1). Therefore, by solutions of
𝔸-ODEs some systems of ODEs can be solved.

(2) For each 𝔸-algebraizable planar vector field F and each constant b ∈ 𝔸, b ̸= te, where e is the identity
of 𝔸, for all t ∈ ℝ, the vector field G = bF obtained by the product b times F with respect to 𝔸, is a non-
trivial infinitesimal symmetry G of F, so the determinant of the matrix with columns F and G is an inverse
integrating factor of F. See [5] for infinitesimal symmetries and integrating factors. Therefore, an integrating
factor can always be found for algebraizable planar vector fields.

(3) Every algebraizable vector field F is geodesible and the corresponding Riemannian metric tensor g can be
found explicitly. Also, if the vector field is of dimension n, for each regular point of F there exist n − 1 first
integrals whose level sets intersect transversally, whose intersection is a one-dimensional curve which can
be parameterized by arc length with respect to g. Thus the integral curves for these vector fields can be
found. Therefore, ODEs associated with algebraizable vector fields can be solved, see [2] and [4].

(4) For partial differential equations (PDEs) of mathematical physics, families of 𝔸-differentiable functions F
have been found for which there exist linear functions φ such that the families of functions F ∘ φ define
complete solutions of the PDEs, as it is the case of the harmonic functions are related to the conjugate
functions of complex functions, see [7]. Other works related to solutions of PDEs can be seen in [6, 9, 10].
Therefore,𝔸-differentiable functions give solutions for some PDEs.

(5) For algebrizable vector fields a visualization method for their phase portrait is developed in [1].
For each n-dimensional algebra 𝔸 the 𝔸-differentiability is characterized by a system of n(n − 1) PDEs of first
order, similarly to the complex case, so these systems are called generalized Cauchy–Riemann equations asso-
ciated with 𝔸 (or associated with the 𝔸-differentiability). In the literature on the subject these systems were
assumed to be linearly independent, but no justification for this statement was observed, a proof is given in
Section 5. In [13] an inverse problem arises; given the linearly independent system of PDEs

{
n
∑
j=1

n
∑
i=1

dkij fixj = 0 : 1 ≤ k ≤ n(n − 1)}, (0.3)

where dkij represents real constants, f1 , . . . , fn functions of the variables x1 , . . . , xn , and

fixj =
∂fi
∂xj

,

the question is about the existence of an algebra𝔸 forwhich this set is a system of generalized Cauchy–Riemann
equations. In [13], Ward considers matrix algebras𝕄 that are images𝕄 = R(𝔸) under the first fundamental
representation R of algebras 𝔸 with unit e = ep in the canonical basis {e1 , e2 , . . . , en} of ℝn , and solves the
inverse problem for sets (0.3) which are systems of PDEs for these algebras𝔸. Thus, the general inverse problem
was partially solved. In this paper the work is completed; given a set of PDEs of the type (0.3) we give necessary
and sufficient conditions for the existence of an algebra 𝔸 with unit e = ∑p∈P αpep , where P ⊂ {1, . . . , n} and
αp ∈ ℝ, such that the given set is a system of Cauchy–Riemann equations for𝔸 (Theorem 4).

For the proof of Theorem 4 it was necessary to prove a generalization of [13, Ward’s Theorem 1], which
gives sufficient conditions for a set of matrices in Mn(ℝ) to be the image of the canonical base of ℝn under
the first fundamental representation of an algebra𝔸 with unit e = ep in the canonical basis of ℝn . In Section 1
we discuss a condition on how to solve the partial derivatives {fixj : 1 ≤ i, j ≤ n} in terms of the partial deriva-
tives {fixp : 1 ≤ i ≤ n} with respect to a single variable xp . The generalization presented in this article, given
in Theorem 1, characterizes all the matrix algebras that are the image of the first fundamental representation
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of an algebra 𝔸, and hence their units are not necessarily canonical vectors ei . In this case the solving of the
partial derivatives {fixj : 1 ≤ i, j ≤ n} of the components is achieved in terms of the partials derivatives of the
components {fixp : 1 ≤ i ≤ n, p ∈ P}with respect to the variables {xp : p ∈ P} associatedwith the canonical basis
vectors {ep : p ∈ P} that define the unit

e = ∑
p∈P

αpep

of𝔸. Therefore, this characterizes the whole family of algebras.
If all partial derivatives fjxi can be expressed in terms of the partial derivatives fixp with respect to a single

variable xp , through elementary operations on the system of generalized Cauchy–Riemann equations associ-
ated with an algebra 𝔸, it is possible to arrive at simpler systems of generalized Cauchy–Riemann equations
associated with an algebra𝔸s , in such a way that the families of functions𝔸-differentials and𝔸s-differentials
match. In this way two families of 2D algebras𝔸 can be constructed. Ward’s work does not consider the set

{f1x2 = 0, f2x1 = 0}, (0.4)

which is a system of generalized Cauchy–Riemann equations for the algebra 𝔸 defined by ℝ2 endowed with
the product between the elements of the canonical basis: e1e1 = e1, e1e2 = 0, e2e2 = e2; 𝔸 has unit e = e1 + e2.
All other cases of 2D algebras𝔸 which have unit e = α1e1 + α2e2 are already considered in Ward’s work or the
corresponding Cauchy–Riemann equations are equivalent to a system already considered by Ward’s work, see
Section 6 and [4]. Example 4 illustrates this for the case of 3D algebras. If we add this algebra that is missing in
Ward’s work, we obtain three families of two-dimensional algebras such that each algebrizable vector field is
𝔸-differentiable for an algebra𝔸 in some of these families. This has been useful in the following two contexts:
in the study of vector fields which are differentiable in the sense of Lorch, see [4], and in the construction of
complete solutions of families of PDEs of the type

Aux1x1 + Bux1x2 + Cux2x2 = 0, uxixj =
∂2u
∂xixj

,

which generalizes the classical result showing that the components of complex analytic functions define a com-
plete solution of the 2D Laplace equation, see [7]. There are other papers that have worked on the solution of
PDEs of mathematical physics through algebras, see [9], [10], and references therein.

In Theorem 2 we present three equivalences of 𝔸-differentiability: item (2) is the generalization of classic
Cauchy–Riemann equations F2 = iF1, item (3) was presented by Sheffers in [12, Satz 3], in form of components,
item (4) is a generalization of [13, equation (18), p. 460]. For the algebras characterized in Theorem 1 the gener-
alized Cauchy–Riemann equations given in Theorem 2 give a characterization of the algebrizability of vector
fields. That is, a vector field F is algebrizable if and only if there exists an algebra𝔸, which is given in Theorem 1,
whose associated Cauchy–Riemann equations, given in Theorem 2, are satisfied by F.

All the results obtained in this paper are made over the real field ℝ, however they can be generalized to
any field 𝔽, as it is made in Ward’s paper [13].

1 Ward’s paper

Definition 1. We will say that system (0.3) satisfies the zero trace condition if ∑ni=1 dkii = 0.

InWard’s work [13], systems of n(n − 1)first-order linear PDEs of the form (0.3) are considered.Ward’s approach
is about the existence of an algebra 𝔸 such that the set of equations (0.3) is a system of generalized Cauchy–
Riemann equations for the𝔸-derivative. One of the conditions required by Ward is the existence of a variable
xp ∈ {x1 , x2 , . . . , xn} such that all the partial derivatives fixj , for 1 ≤ i, j ≤ n, can be solved in terms of a linear
combination of partial derivatives of the set {fixp : i = 1, 2, . . . , n}. From system (0.3) for each xj there is amatrix
Mj ∈ Mn(n−1),n(ℝ) such that system (0.3) is written as

M1Fx1 + ⋅ ⋅ ⋅ + MnFxn = 0. (1.1)
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Ward’s condition above implies the existence of matrices Ai ∈ Mn(ℝ) such that

(

f1x1 ⋅ ⋅ ⋅ f1xn
...

. . .
...

fnx1 ⋅ ⋅ ⋅ fnxn

) = f1xpA1 + ⋅ ⋅ ⋅ + fnxpAn . (1.2)

A second condition is the commutativity of the set {A1 , . . . , An}, and a third condition is that system (0.3) satisfies
the zero trace condition. Under these three conditions Ward [13] proved the existence of the algebra𝔸with the
required conditions.

The solution condition of all the partial derivatives fixj of the components fi in terms of the partial deriva-
tives fixp of the components fi with respect to a single variable xp , reduces to verifying the invertibility of n
matrices of n(n − 1) × n(n − 1), as we see below.

Consider the matrix M ∈ Mn(n−1),n2 (ℝ) given by

M = (M1 M2 ⋅ ⋅ ⋅ Mn) . (1.3)

Denote by πi : Mn(n−1),n2 (ℝ)→ Mn(n−1),n(n−1)(ℝ) the projection which avoid the i-th sumbatrix Mi from M

πi(M) = (M1 M2 ⋅ ⋅ ⋅ Mi−1 Mi+1 ⋅ ⋅ ⋅ Mn) .

The following proposition gives conditions under which there exists p such that equality (1.2) is satisfied.

Proposition 1.1. If for some p the matrix πp(M), whereM is given in (1.3), is invertible, then all partial derivatives
in {fixj : 1 ≤ i, j ≤ n} can be written in terms of partial derivatives in {fixp : 1 ≤ i ≤ n}.

Proof. One can start from a system as (1.1) and if some matrix πp(M) is invertible, then multiplying the system
by πp(M)−1 we get a new system. Thus, the partial derivatives can be written by

(((((

(

Fx1
...

Fxp−1
Fxp+1
...
Fxn

)))))

)

= −πp(M)−1MpFp , Fi =((

(

f1xi
f2xi
...

fn−1xi
fnxi

))

)

. (1.4)

Thus, the proof is finished.

2 Algebras and𝔸-differentiability

2.1 Algebras and matrix algebras

Definition 2. We call anℝ-linear space𝕃 an algebra if it is endowedwith a bilinear product𝕃 × 𝕃→ 𝕃 denoted
by (x, y) → xy, which is associative and commutative x(yz) = (xy)z and xy = yx for all x, y, z ∈ 𝕃; furthermore,
there exists a unit e ∈ 𝕃, which satisfies ex = x for all x ∈ 𝕃.

An algebra 𝕃 will be denoted by𝔸 if 𝕃 = ℝn and by𝕄 if 𝕃 is an n-dimensional matrix algebra in the space of
matrices M(n,ℝ), where the algebra product corresponds to the matrix product.

Definition 3. If 𝔸 is an algebra, the 𝔸-product between the elements of the canonical basis {e1 , e2 , . . . , en} of
ℝn is given by

eiej =
n
∑
k=1

cijkek ,

where cijk ∈ ℝ for i, j, k ∈ {1, 2, . . . , n} are called structure constants of𝔸. The first fundamental representation
of𝔸 is the injective linear homomorphism R : 𝔸→ M(n,ℝ) defined by R : ei → Ri , where Ri is thematrix with
[Ri]jk = cikj , for i = 1, 2, . . . , n.
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2.2 𝔸-differentiability and algebrizability of vector fields

The 𝔸-differentiability of vector fields is the same definition as the differentiability in the sense of Lorch with
respect to𝔸, see [8].

Definition 4. Let𝔸 be an algebra, and F a vector field which is defined and differentiable in the usual sense on
an open set Ω ⊂ ℝn . We say F is𝔸-differentiable on Ω if there exists a vector field F defined on Ω such that

dFp(v) = F(p) ⋅ v, (2.1)

where F(p) ⋅ v denotes the𝔸-product of F(p) and v for every vector v in ℝn and p ∈ Ω.

For the𝔸-differentiability, most of the known results on calculus inℝ orℂ transfers to𝔸-calculus, see [3], only
one must to be careful with singular elements, these are non-invertible elements with respect to the𝔸-product.

Definition 5. We say two system of linear partial differential equation (PDEs) with constant coefficients are
equivalent if through elementary row operations carry one of them to the other.

The𝔸-differentiability has associated sets of PDEs, see Theorem 2.

Definition 6. We call generalized Cauchy–Riemann equations associated to𝔸 to any system of PDEs equivalent
to equations obtained of ejFi = eiFj , with i, j ⊂ {1, 2, . . . , n}.

3 Characterization of algebras

The following theorem, proved in [13] for P with |P| = 1 and αp = 1, characterizes the associative commuta-
tive algebras 𝔸 with unit ep in the canonical basis {e1 , e2 , . . . , en} of ℝn . This completes the characterization
of associative commutative algebras𝕄 in Mn(ℝ) that are the image of a first fundamental representation of
n-dimensional algebras𝔸. Since algebras are isomorphic to their first fundamental representations, this gives
a complete characterization of the algebras. Also this result is used to give conditions on PDEs systems so that
they are generalized Cauchy–Riemann equations.

Theorem 1. The spanned set by {Ai : i = 1, . . . , n} is the image of the first fundamental representation of an
algebra𝔸, with R(ei) = Ai , e = ∑p∈P αpep , where

AiAj =
n
∑
t=1

aijtAt , I = ∑
p∈P

αpAp , (3.1)

if and only if
(a) there exists a commutative set {A1 , A2 , . . . , An} ⊂ Mn(ℝ), where Ai = (aisr), that is

AiAj = AjAi , i, j = 1, . . . , n, (3.2)

(b) there exists an index set P ⊂ {1, . . . , n} with {αp}p∈P such that

∑
p∈P

αpaipr = δir , i, r = 1, . . . , n. (3.3)

Proof. The proof in the forward direction is known, see [6, p. 642, equation 4].
Conversely, let Bij = AiAj and let bpu the element of the matrix Bij with row-index u and column-index p.

Then by (3.3)
∑
p∈P

αpbpu = ∑
p∈P

αp∑
t=1

aituajpt = ∑
t=1

aitu ∑
p∈P

αpajpt = ∑
t=1

aituδjt = aiju .

Using that AiAj = AjAi , and doing the same calculations as above, for AjAi we have

aiju = ajiu for i, j, u = 1, . . . , n. (3.4)
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Furthermore, another expression for the entries of AiAj = AjAi is

∑
t=1

aituajvt = ∑
t=1

ajtuaivt . (3.5)

Then we have (following Ward’s proof [13])

(AiAj)rs =
n
∑
t=1

aitrajst =
n
∑
t=1

ajtraist =
n
∑
t=1

ajtrasit =
n
∑
t=1

astrajit =
n
∑
t=1

atsraijt =
n
∑
t=1

aijtatsr

and then AiAj = ∑nt=1 aijtAt . The first equality is obtained by matrix-product definition, the second and fourth
are by (3.5), the third and fifth by (3.4), and the sixth by commutativity of ℝ. From (3.3), we see that the Ai are
linearly independent with respect to ℝ. Now we shall prove ∑p∈P αpAp = I. If

Ap =(

ap11 ap21 ⋅ ⋅ ⋅ apn1
ap12 ap22 ⋅ ⋅ ⋅ apn2
...

...
. . .

...
ap1n ap2n ⋅ ⋅ ⋅ apnn

) ,

then analyzing every element of the matrix ∑p∈P αpAp (with row-index r and column-index s)

( ∑
p∈P

αpAp)
rs
= ∑

p∈P
αpapsr = ∑

p∈P
αpaspr = δsr ,

and then ∑p∈P αpAp = I, where we used (3.4) and (3.3).

Next, an example outside the scope of Theorem 1 is given, i.e., the algebra is not image of a first fundamental
representation.

Example 1. Consider the matrices β = {A1 , A2 , A3} given by

A1 =(

1
2 0 0
0 1

3 0
0 0 1

3

) , A2 =(
0 0 0
0 − 13 0
0 0 − 13

) , A3 =(
0 0 0
0 0 0
0 1 0

) .

It can be verified that thematrices {A1 , A2 , A3} are commutative, and theirmatrix products satisfy the following
relations:

A1 A2 A3
A1 1

2A1 +
1
6A2

1
3A2

1
3A3

A2 1
3A2 − 13A2 −

1
3A3

A3 1
3A3 − 13A3 0

. (3.6)

Then they define a 3D commutative matrix algebra𝕄, which in this case is given by

𝕄 =
{{
{{
{

(
x 0 0
0 y 0
0 z y

) : x, y, z ∈ ℝ
}}
}}
}

.

We take P = {1, 2}, α1 = 2, and α2 = −1, since 2a112 − a122 = 2 ⋅ 0 − 1
3 = −

1
3 , the conditions of Theorem 1 are not

satisfied. Then it is not first fundamental representation.
We can find the first fundamental representation with respect to this basis, which would give a matrix

algebra𝕄R , which should not match𝕄, but should be an algebra of simultaneously diagonalizable matrices
which is conjugate to𝕄, i.e.,𝕄 = B𝕄RB−1, where B is an invertible matrix.

Next, two examples are given where the algebra is the image of a first fundamental representation.

Example 2. The following matrices satisfy (3.2) and (3.3) of Theorem 1

A1 =(

1
2 0 0
1
6

1
3 0

0 0 1
3

) , A2 =(
0 0 0
1
3 −

1
3 0

0 0 − 13

) , A3 =(
0 0 0
0 0 0
1
3 −

1
3 0
) .
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Actually, they have the same matrix products as (3.6). For condition (3.3) we take P = {1, 2}, with α1 = 2 and
α2 = −1. Then

2A1 − A2 =(
2a111 − a121 2a211 − a221 2a311 − a321
2a112 − a122 2a212 − a222 2a312 − a322
2a113 − a123 2a213 − a223 2a313 − a323

) =(
1 0 0
0 1 0
0 0 1

) .

Example 3. Consider the matrices β = {A1 , A2 , A3} given by

A1 =(
1 0 0
0 0 0
0 0 0

) , A2 =(
0 0 0
0 1 0
0 0 1

) , A3 =(
0 0 0
0 0 0
0 1 0

) .

We take P = {1, 2}, α1 = 1, and α2 = 1. Then

(
a111 + a121 a211 + a221 a311 + a321
a112 + a122 a212 + a222 a312 + a322
a113 + a123 a213 + a223 a313 + a323

) =(
1 0 0
0 1 0
0 0 1

) .

Therefore, the conditions of Theorem 1 are satisfied.
It can be verified that thematrices {A1 , A2 , A3} are commutative, I = A1 + A2 with I the identitymatrix, and

their matrix products satisfy the following relations:

A1 A2 A3
A1 A1 0 0
A2 0 A2 A3
A3 0 A3 0

.

Thus, R(Ai) = Ai for i = 1, 2, 3.

4 Characterization of algebrizable vector fields

In the following lemma we think the elements of ℝn as columns.

Lemma 4.1. Let 𝔸 be an algebra and R : 𝔸→ Mn(ℝ) its first fundamental representation. Then R(a)b = ab,
where R(a)b denotes the product between the matrix R(a) and the vector b, and ab denotes the product in𝔸.

Proof. Firstly, we see that R(ei)ej = eiej:

R(ei)ej =(

ci11 ci21 ⋅ ⋅ ⋅ cin1
ci12 ci22 ⋅ ⋅ ⋅ cin2
...

...
. . .

...
ci1n ci2n ⋅ ⋅ ⋅ cinn

) ej =(

cij1
cij2
...

cijn

) =
n
∑
k=1

cijkek .

Then

R(ei)b = R(ei)
n
∑
j=1

bjej =
n
∑
j=1

bjR(ei)ej =
n
∑
j=1

bjeiej = ei
n
∑
j=1

bjej = eib.

Next, using the previous equality we obtain

R(a)b = R(
n
∑
i=1

aiei)b =
n
∑
i=1

aiR(ei)b =
n
∑
i=1

aieib = ab.

This prove the lemma.

By using Lemma 4.1, the Cauchy–Riemann equations eiFk = ekFi can be written as

R(ei)Fk = R(ek)Fi , i, i ∈ {1, 2, . . . , n}, i ̸= j.
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If the unit e of 𝔸 is given by e = ∑p∈P αpep , then the partial derivatives fixk of the components fi of algebraiz-
able vector fields F can be expressed as a linear combination of {fixp : p ∈ P}, this is included in the fourth
characterization of𝔸-differentiability given in the following theorem. Note that (3) is the same as [12, Satz 3].

Theorem 2. Let F = (f1 , f2 , . . . , fn) be a differentiable field vector in the usual sense,𝔸 an algebra with first fun-
damental representation R given by R(ei) = Ri and unity e = ∑p∈P αpep , where P is an index set P ⊂ {1, . . . , n}.
Then the following items are equivalent:
(1) F is𝔸-differentiable.
(2) F satisfies ejFxi = eiFxj for all i, j ∈ {1, 2, . . . , n} with respect to𝔸.
(3) The partial derivatives Fxk of F satisfy

Fxk = Rk ∑
p∈P

αpFxp . (4.1)

(4) The Jacobian of F satisfies

JF = ∑
p∈P

αp f1xpR1 + ∑
p∈P

αp f2xpR2 + ⋅ ⋅ ⋅ + ∑
p∈P

αp fnxpRn . (4.2)

Proof. (1)⇒ (2) Since F is𝔸-differentiable, we have that there exists a vector field F such that dFx(v) = F(x)v
for every vector v. This implies that

ejFxi = ejdF(ei) = ejFei = eiFej = eidF(ej) = eiFxj ,

which are the generalized Cauchy–Riemann equations associated to𝔸.
(2)⇒ (3) If

RiFxk = RkFxi for i, k = 1, . . . , n,

then
αpRpFxk = αpRkFxp for p ∈ P.

Thus, summing for p ∈ P,
∑
p∈P

αpRpFxk = ∑
p∈P

αpRkFxp ,

Fxk = Rk ∑
p∈P

αpFxp ,

where ∑p∈P αpRp = I is the identity matrix because the expression of the identity e.
(3)⇒ (4) Let U = ∑p∈P αpFxp be. From (3) we have Fxk = RkU . Thus, the Jacobian matrix JF of F is given in

component notation by

JF = ( R1U R2U . . . RnU )

=((

r111 r121 ⋅ ⋅ ⋅ r1n1
r112 r122 ⋅ ⋅ ⋅ r1n2
...

...
. . .

...
r11n r12n ⋅ ⋅ ⋅ r1nn

)(

u1
u2
...
un

) ⋅ ⋅ ⋅ (

rn11 rn21 ⋅ ⋅ ⋅ rnn1
rn12 rn22 ⋅ ⋅ ⋅ rnn2
...

...
. . .

...
rn1n rn2n ⋅ ⋅ ⋅ rnnn

)(

u1
u2
...
un

))

=(
n
∑
i=1

ui(

r1i1
r1i2
...

r1in

)
n
∑
i=1

ui(

r2i1
r2i2
...

r2in

) ⋅ ⋅ ⋅
n
∑
i=1

ui(

rni1
rni2
...

rnin

))

=
n
∑
i=1

ui(

r1i1 r2i1 ⋅ ⋅ ⋅ rni1
r1i2 r2i2 ⋅ ⋅ ⋅ rni2
...

...
. . .

...
r1in r2in ⋅ ⋅ ⋅ rnin

) =
n
∑
i=1

ui(

ri11 ri21 ⋅ ⋅ ⋅ rin1
ri12 ri22 ⋅ ⋅ ⋅ rin2
...

...
. . .

...
ri1n ri2n ⋅ ⋅ ⋅ rinn

) ,

where the last equality is obtained from commutativity of𝔸.
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(4)⇒ (1) Suppose that the Jacobian of F satisfies equality (4.2). So our candidate for𝔸-derivative of F is
n
∑
k=1
∑
p∈P

αp fkxp ek .

We have to prove the equality

dF(v) = (
n
∑
k=1
∑
p∈P

αp fkxp ek)(v), (4.3)

where the product indicated on the right hand side represents the product of𝔸. First, we have that the differ-
ential of F applied to v is the Jacobian matrix JF of F multiplied by v through the matrix product

dF(v) = (
n
∑
k=1
( ∑
p∈P

αp fkxp)Rk)(v). (4.4)

Next, by Lemma 4.1 we have

dF(v) =
n
∑
k=1
( ∑
p∈P

αp fkxp)(ekv), (4.5)

where ekv represent the product with respect to an 𝔸. Therefore equality (4.3) holds, because the right side
of (4.5) is equal to the right side of (4.3). This shows that F is𝔸-differentiable and that the𝔸-derivative of F is

F =
n
∑
k=1
( ∑
p∈P

αp fkxp)ek .

Due to Theorem 2, in the next corollary we give the set of all solutions of system (0.3).

Corollary 4.1. If there is an algebra𝔸 such that system (0.3) are the Cauchy–Riemann equations for𝔸, then the
𝔸-differentiable functions are all solutions of system (0.3).

The following example gives two algebras 𝔸1 and 𝔸2 for which the family of functions 𝔸1-differentiable and
𝔸2-differentiable are the same, since they have the same generalized Cauchy–Riemann equations.

Example 4. The linear space ℝ3 endowed with the product

e1 e2 e3
e1 1

2 e1 +
1
6 e2

1
3 e2

1
3 e3

e2 1
3 e2 − 13 e2 −

1
3 e3

e3 1
3 e3 − 13 e3 0

,

define an algebra𝔸 with unit e = 2e1 − e2. The Cauchy–Riemann equations for the𝔸-derivative are given by

f1y = 0, f1x − f2x − f2y = 0, f3x + f3y = 0,
f1z = 0, f2z = 0, f1x − f2x − f3z = 0.

Thus,

(
f1x f1y f1z
f2x f2y f2z
f3x f3y f3z

) = (2f1x − f1y)(

1
2 0 0
1
6

1
3 0

0 0 1
3

) + (2f2x − f2y)(
0 0 0
1
3 −

1
3 0

0 0 − 13

) + (2f3x − f3y)(
0 0 0
0 0 0
1
3 −

1
3 0
) .

That is,
JF = (2f1x − f1y)R1 + (2f2x − f2y)R2 + (2f3x − f3y)R3 ,

where Ri = R(ei), R : 𝔸→ Mn(ℝ) of𝔸.
On the other hand, for the same generalized Cauchy–Riemann equations, the partial derivatives fixj can be

written in terms of a linear combination of f1x , f2x , f3x , from which we obtain

(
f1x f1y f1z
f2x f2y f2z
f3x f3y f3z

) = f1x(
1 0 0
0 1 0
0 0 1

) + f2x(
0 0 0
1 −1 0
0 0 −1

) + f3x(
0 0 0
0 0 0
1 −1 0

) .
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Since these matrices satisfy the Ward conditions, we have that F = (f1 , f2 , f3) is 𝔹-differentiable, where 𝔹 is the
algebra defined by ℝ3 with respect to the product

e1 e2 e3
e1 e1 e2 e3
e2 e2 −e2 −e3
e3 e3 −e3 0

.

The unit e of 𝔹 is e = e1.

5 Linear independence of Cauchy–Riemann equations

Theorem 3. A set of generalized Cauchy–Riemann equations associated with an algebra 𝔸 contains n(n − 1)
linearly independent PDEs.

Proof. ByTheorem2, a set of generalized Cauchy–Riemann equations associatedwith an algebra𝔸 is equivalent
to equation (4.1). Then a set of Cauchy–Riemann equations for𝔸-differentiability is given by

Fk = Rk
n
∑
p=1

αpFp , k = 1, 2, . . . , n,

where Ri are its first fundamental representation n × n matrices with

I = α1R1 + ⋅ ⋅ ⋅ + αnRn .

They can be rewritten as n equations as follows:

F1 = R1(α1F1 + ⋅ ⋅ ⋅ + αnFn),
...

Fn = Rn(α1F1 + ⋅ ⋅ ⋅ + αnFn),

as well as
(α1R1 − I)F1 + α2R1F2 + ⋅ ⋅ ⋅ + αnR1Fn = 0,

...
α1RnF1 + α2RnF2 + ⋅ ⋅ ⋅ + (αnRn − I)Fn = 0.

In order to prove that the later equations are linearly independent, we are to consider the next n × n-matrix
(where each entry is another n × n-matrix)

[[[[[

[

α1R1 − I α2R1 α3R1 ⋅ ⋅ ⋅ αnR1
α1R2 α2R2 − I α3R2 ⋅ ⋅ ⋅ αnR2
...

...
...

. . .
...

α1Rn α2Rn α3Rn ⋅ ⋅ ⋅ αnRn − I

]]]]]

]

,

and prove that this matrix has maximal range, namely n(n − 1). For this it is only necessary to prove that only
one of the columns is linearly dependent of the others. To achieve this, we will do operations between rows and
columns in order to preserve the same set of solutions, and one column will be only zeros.

For this, we take only the columns where αp ̸= 0, because if αp = 0, then that column will have only zeros
except the p-th entry, as follows:

[[[[[[[[[

[

0
...
−I
...
0

]]]]]]]]]

]

.
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Therefore, let us consider the non-zero αp , let us say αp for p = 1, 2, . . . , l. Then the n × l-matrix with αp ̸= 0 is

[[[[[

[

α1R1 − I α2R1 α3R1 ⋅ ⋅ ⋅ αlR1
α1R2 α2R2 − I α3R2 ⋅ ⋅ ⋅ αlR2
...

...
...

. . .
...

α1Rl α2Rl α3Rl ⋅ ⋅ ⋅ αlRl − I

]]]]]

]

.

To the later matrix, it will be done the next row operation: fixing the first row, for each k-th row, k = 2, 3, . . . , l,
k-th row is replaced by k-th row plus α1

αk times first row. Then one gets

[[[[[[[[

[

α1R1 − I α2R1 α3R1 ⋅ ⋅ ⋅ αlR1
α1
α2 (α1R1 + α2R2 − I) α1R1 + α2R2 − I α3

α2 (α1R1 + α2R2) ⋅ ⋅ ⋅
αl
α2 (α1R1 + α2R2)

α1
α3 (α1R1 + α3R3 − I)

α2
α3 (α1R1 + α3R3) α1R1 + α3R3 − I ⋅ ⋅ ⋅ αl

α3 (α1R1 + α3R3)...
...

...
. . .

...
α1
αl (α1R1 + αlRl − I)

α2
αl (α1R1 + αlRl)

α3
αl (α1R1 + αlRl) ⋅ ⋅ ⋅ α1R1 + αlRl − I

]]]]]]]]

]

.

Now, for the next column operation: fix the last column, for each s-th column, s = 1, 2, . . . , l − 1, the s-th column
is replaced by s-th column minus αs

αl times last column. Then one gets

[[[[[[[[

[

−I 0 0 ⋅ ⋅ ⋅ αlR1
− α1α2 I −I 0 ⋅ ⋅ ⋅ αl

α2 (α1R1 + α2R2)
− α1α3 I 0 −I ⋅ ⋅ ⋅ αl

α3 (α1R1 + α3R3)...
...

...
. . .

...
0 α2

αl I
α3
αl I ⋅ ⋅ ⋅ α1R1 + αlRl − I

]]]]]]]]

]

.

This last matrix is almost an inferior triangular matrix, except for the last column. Now, we are going to fix
the first row, and for each k-th row, k = 2, 3, . . . , l, k-th row is replaced by k-th row minus α1

αk times first row.
Then one gets

[[[[[[[

[

−I 0 0 ⋅ ⋅ ⋅ αlR1
0 −I 0 ⋅ ⋅ ⋅ αlR2
0 0 −I ⋅ ⋅ ⋅ αlR3
...

...
...

. . .
...

α1
αl I

α2
αl I

α3
αl I ⋅ ⋅ ⋅ αlRl − I

]]]]]]]

]

.

Finally, we are going to do several row operations at once, we are going to sum amultiple constant of each row,
to the last row, i.e. the last row will be replaced by

l-th row + α1
αl
(first row) + α2

αl
(second row) + ⋅ ⋅ ⋅ + αl−1

αl
[(l − 1) − th row].

Then one gets

[[[[[[[

[

−I 0 0 ⋅ ⋅ ⋅ αlR1
0 −I 0 ⋅ ⋅ ⋅ αlR2
0 0 −I ⋅ ⋅ ⋅ αlR3
...

...
...

. . .
...

0 0 0 ⋅ ⋅ ⋅ 0

]]]]]]]

]

.

Where we use the expression I = α1Rl + α2R2 + ⋅ ⋅ ⋅ + αlRl in the (l, l)-entry. Therefore, the range of the last
matrix is (l − 1) and each entry is a n × nmatrix. In addition, we have (n − l) independent columns because the
αp = 0. With this we have shown that the n(n − 1) Cauchy–Riemann equations are linearly independent.

6 Ward completion

The next theorem is the main result in Ward’s paper [13].
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Theorem (Ward [13, Theorem 2]). Suppose the system of PDEs (0.3) has the property that for some fixed integer p,
it implies the set

JF = f1xpR1 + f2xpR2 + ⋅ ⋅ ⋅ + fnxpRn .

Suppose further that the matrices Ai = (aisr), i = 1, . . . , n, are commutative and satisfy the zero trace condition.
Then there is a uniquely determined algebra𝔸 for which (0.3) is a set of generalized Cauchy–Riemann differential
equations.

Now, we give a generalization of the algebrizability of vector fields, in the following theorem, which completes
the above theorem.

Theorem 4. There exists an algebra𝔸 for which the set (0.3) is the system of generalized Cauchy–Riemann equa-
tions if and only if the following three statements are satisfied:
(1) there exists a set of matrices {Ai = (aisr) : i = 1, 2, . . . , n} in Mn(ℝ) such that set (0.3) implies equality (4.2)

for Ri = (aisr),
(2) {Ai : i = 1, 2, . . . , n} is commutative, that is, AiAj = AjAi for 1 ≤ i, j ≤ n, and
(3) set (0.3) satisfies the zero trace condition (Definition 1).

Proof. Supposewe take𝔸 such that the set of PDEs (0.3) is its system of generalized Cauchy–Riemann equations,
and Ai = R(ei) for i = 1, 2 . . . , n, where R is the first fundamental representation of𝔸. Thus:
(1) is a direct consequence of Theorem 3,
(2) is satisfied because is𝔸 is an algebra,
(3) system (0.3) satisfies the zero trace condition because it is satisfied by the set of PDEs obtained by equality

(4.2) of Theorem 2 and this set is equivalent to system (0.3).
Now we have to show the converse.

Since each PDE of system (4.2) is a linear combination of the set of PDEs (0.3), it follows since PDEs (0.3) hold
the zero trace condition of PDEs (0.3), that is, ∑ni=1 dkii = 0 with k = 1, 2, . . . , n(n − 1), thus ∑p∈P αpatpr = δrt .
For example, (4.2) can be rewritten as

0 = −(

f11 f12 . . . f1n
f21 f22 . . . f2n
...

...
. . .

...
fn1 fn2 . . . fnn

) +(

a111 a121 . . . a1n1
a112 a122 . . . a1n2
...

...
. . .

...
a11n a12n . . . a1nn

)∑
p∈P

αp f1p

+(

a211 a221 . . . a2n1
a212 a222 . . . a2n2
...

...
. . .

...
a21n a22n . . . a2nn

)∑
p∈P

αp f2p + ⋅ ⋅ ⋅ +(

an11 an21 . . . ann1
an12 an22 . . . ann2
...

...
. . .

...
an1n an2n . . . annn

)∑
p∈P

αp fnp .

Then, for k = 1 one has

0 = −f11 + a111(α1f11 + ⋅ ⋅ ⋅ + αn fn) + a211(α1f11 + ⋅ ⋅ ⋅ + αn fn) + ⋅ ⋅ ⋅ + an11(α1f11 + ⋅ ⋅ ⋅ + αn fn)

and the coefficients are d111 = −1 + α1a111, d122 = α2a211 , . . . , d1nn = αnan11. Then from the zero trace condition
of PDEs (0.3),

n
∑
i=1

d1ii = −1 +
n
∑
i=1

αiai11 = −1 +
n
∑
i=1

αia1i1 = 0. (6.1)

Similarly, for k = 2 one has

0 = −f12 + a121(α1f11 + ⋅ ⋅ ⋅ + αn fn) + a221(α1f11 + ⋅ ⋅ ⋅ + αn fn) + ⋅ ⋅ ⋅ + an21(α1f11 + ⋅ ⋅ ⋅ + αn fn)

and the coefficients are d211 = α1a121, d222 = α2a221 , . . . , d2nn = αnan21. Then from the zero trace condition of
PDEs (0.3),

n
∑
i=1

dkii =
n
∑
i=1

αiai21 =
n
∑
i=1

αia2i1 = 0. (6.2)
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In both cases (6.1)–(6.2), we used commutativity and∑p∈P αpatpr = δrt . Hence by Theorem 1 the Ai , i = 1, 2, . . . , n,
forma basis of an algebra𝕄with identity I = ∑p∈P αpAp . Therefore, if𝔸 is the first fundamental representation
of𝕄, the set of PDEs (0.3) is satisfied for the𝔸-differentiable functions.

The following corollary is given by Ward in [13].

Corollary 6.1. A necessary and sufficient condition that the linearly independent PDEs

2
∑
i,j=1

dkij fixj = 0, k = 1, 2, (6.3)

determine an algebra𝔸 for which (6.3) is a set of generalized Cauchy–Riemann equations is that

dk11 + dk22 = 0, k = 1, 2. (6.4)

A system of generalized Cauchy–Riemann equations for the algebra𝔸with product given in the canonical basis
of ℝ2 given by e1e1 = e1, e1e2 = 0, e2e2 = e2, is the set (0.4). The unit e of𝔸 is e = e1 + e2. The𝔸-differentiable
functions is the set of all the functions F = (f1 , f2), where f1(x1 , x2) = f(x1), f2(x1 , x2) = g(x2), and f , g are differ-
entiable functions of one variable. Therefore, this is a case not covered by [13, Theorem 2]. However, this system
satisfies and is in harmony with Corollary 6.1.
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