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Abstract: The capability analysis of a process against requirements is often an instrument of change. 

The traditional and fuzzy process capability approaches are the most useful statistical techniques 

for determining the intrinsic spread of a controlled process for establishing realistic specifications 

and use for comparative processes. In the industry, the traditional approach is the most commonly 

used instrument to assess the impact of continuous improvement projects. However, these methods 

used to evaluate process capability indices could give misleading results because the dataset 

employed corresponds to the final product/service measures. This paper reviews an alternative 

procedure to assess the fuzzy process capability indices based on the statistical methodology 

involved in the modeling and design of experiments. Firstly, a model with reasonable accuracy is 

developed using a neural network approach. This model is embedded in a graphic user interface 

(GUI). Using the GUI, an experimental design is carried out, first to know the membership function 

of the process variability and then include this variability in the model. Again, an experimental 

design identifies the improved operating conditions for the significative independent variables. A 

new dataset is generated with these operating conditions, including the minimum error reached for 

each independent variable. Finally, the GUI is used to get a new prediction for the response variable. 

The fuzzy process capability indices are determined using the triangular membership function and 

the predicted response values. The feasibility of the proposed method was validated using a 

random data set corresponding to the basis weight of a papermaking process. The results indicate 

that the proposed method provides a better overview of the process performance, showing its true 

potential. The proposed method can be considered non-invasive. 

Keywords: fuzzy process capability indices; fuzzy set theory; neural network model; graphic user 

interface; factorial experimental design 
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1. Introduction 

Statistical process control (SPC) is one of the methods most used in manufacturing 

industries to evaluate, monitor, and identify changes for process improvements. Thus, it 

is key to improving product quality and ensuring statistical process control [1,2]. The 

Shewhart control chart is a well-known, powerful method to examine the steadiness of a 

process. The control chart is a procedure to study a process from a sequence of random 

samples taken from the process. Data presented in the form of a control chart basis, 

patterns of runs, presence of outliers in the data will often suggest areas of opportunity 

for process improvement. Troubleshooting is successful when providing information 

about when the trouble began and what may be the cause. The process capability is 

independent of any specification; it represents the natural behavior of the process after 

the unnatural interferences are eliminated. It is a natural occurrence and is measured by 

the in-control chart variation. For these purposes, the traditional control technique 

introduced in 1924 by Walter Shewhart has been widely used in the manufacturing and 

service industries [3–7]. 

Monitoring whether the process is in statistical control has been the primary function 

of the control charts. They are based on data representing one or several products or 

service quality characteristics [2]. The variable control charts must be used if these 

characteristics are measured based on numerical scales. On the other hand, attribute 

control charts must be used if the quality characteristic cannot be easily represented in 

numerical form. However, for at least three decades, trends in research have dealt with 

the issue of control charts based on the fuzzy set theory [8–11], and this approach is still 

widely used [12–16]. 

Process capability analysis is another SPC tool, where process capability is very well 

defined as the capacity of a process to meet customer expectations defined as specification 

limits [17]. Process capability indices are summary statistics that measure the process 

characteristics overall or potential performance (variables or attributes) relative to the 

target and specification limits [18]. This approach helps define a relationship between the 

process capability and the specification limits. This correspondence is made by forming 

the width ratio between the specification limits and the natural width tolerance set as six 

process standard deviation units [19]. 

The main outputs for any process capability analysis will define whether a process 

can produce items within the specification limits predetermined by the customer. A larger 

value of the process capability index implies a high process yield; a lower one implies a 

low process yield. This process only expresses its capability at the moment and should 

never be considered capability in the future [20]. The typical process capability indices in 

the literature are 𝐶𝑝, 𝐶𝑝𝑘, 𝐶𝑝𝑚, and 𝐶𝑝𝑚𝑘 [21]. In this research, the 𝐶𝑝 and 𝐶𝑝𝑘 are only 

analyzed. 

The 𝐶𝑝  index, called in literature as precision index [22], is defined as the ratio 

between specifications limits over the process spread (6𝜎) [17]. The index represents how 

well the process fits upper and lower specifications limits, describing the customer 

product requirements. When the process variation is considerable, the 𝐶𝑝 value is small, 

which means a poor process capability. Since this index never considers any process shift, 

if the process average is not centered near the midpoint of specification width, then the 

𝐶𝑝 index could give misleading process performance. So, a new process capability index 

called 𝐶𝑝𝑘  was introduced by Kane in 1986 [22]. The main use of the 𝐶𝑝𝑘  index is to 

indicate the variability associated with a process. This index is widely used to relate the 

natural tolerances (3𝜎) to the customer requirements by considering the location of the 

process mean. Like to 𝐶𝑝 index, a greater value for 𝐶𝑝𝑘 index is desired. A 𝐶𝑝𝑘 index 

value greater or equal to 1.33 is recommended [23]. However, the 𝐶𝑝 and 𝐶𝑝𝑘 indices are 

not related to the cost of failing to meet the customer’s target requirement. On the other 

hand, the 𝐶𝑝𝑚  index introduced by Hsiang and Taguchi (1985) measures a process’s 

ability to cluster around the target and reflects the degree of process targeting [24]. 
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However, the information provided by 𝐶𝑝𝑚 index could be taken when the 𝐶𝑝 and 𝐶𝑝𝑘 

indices values are the same [19]. 

Because the fuzzy set theory introduced by Zadeh (1965) [25] has demonstrated to 

deal with imprecise information, its capability to determine flexible parameters and to 

analyze the results shows more sensitiveness [26], the fuzzy approach has received 

attention for the last two decades. Several studies that include the fuzzy set theory to 

calculate process capability indices can be found in the literature [1,2,26–48]. Since the 

introduction of neutrosophic logic (an extension of fuzzy logic), it has also been used to 

calculate process capability indices [49–51]. 

It is common to use a dataset collected from quality control laboratories or directly 

from automated measuring instruments that are part of the process to evaluate process 

performance. The process capability indices are the typical approach to deal with this task. 

Note that these standard methods use data taken on the final product. 

However, for complex processes where it is challenging to have enough data to 

calculate process capability indices (under a traditional or fuzzy approach), an alternative 

method to gather the required data is based on developing models with sufficient 

predictive capability. This alternative is the use of neural networks-based predictive 

models that could work as a source of data when a reasonable accuracy has been reached. 

A wide range of these kinds of models can be found in the literature with application in 

different fields of science [52–62]. 

An alternative to the artificial neural network models is the neural structures based 

on the Geometric Transformation Model as a universal approximator. This approach uses 

a single methodological framework for various tasks. A fast non-iterative study with a 

predefined number of computation steps provides repeatability for large and small 

training samples [63]. Additionally, the neuro-fuzzy models are becoming more 

widespread in several industries. Tkachenko et al. (2021) [64] present a new neuro-fuzzy 

diagnostic system based on non-iterative ANN and a new fuzzy model, a T-controller. 

Because the desired results for process capability indices are of the “bigger is better” 

type and considering that the process location and variability are two critical parameters 

in any process performance analysis. The traditional experimental designs are a powerful 

tool to overcome this problem. This approach has been widely exploited in different fields 

of science to define optimal process conditions [65–72]. However, although the traditional 

design of experiments is very common, for almost two decades, the design of experiments 

approach has also been applied via couple with neural networks models [73–82]. 

This research presents a novelty method to evaluate process performance by a non-

invasive approach to calculate the fuzzy process capability indices. The proposed method 

uses the significative process variables data records that influence the response. The data 

collected is used to develop an artificial neural network model. This model is now being 

employed as a data source, firstly applying it to the design of experiments approach to 

identify the optimal conditions for the process performance. Once the optimal variables 

operating values have been obtained, these new operating conditions are re-introduced 

to the neural network model to calculate the output measures. Measures that are being 

used to calculate the fuzzy process capability indices. Currently, an integral method like 

the one presented is not found in the literature. The main contributions of this study are 

described below. 

• Artificial neural network-based modeling with reasonable accuracy has been reached 

in a papermaking process. Hence, this model can be used to measure a critical quality 

characteristic. 

• The fuzzy set theory has been incorporated to overcome the vagueness and 

uncertainty in the generated data commonly presented in soft sensors. 

• Via coupled applications of artificial neural network based-modeling + experimental 

designs, data for process performance evaluation can be generated by engineers 

instead of taking measurements directly on the product. Hence, the method can be 

considered as non-invasive. 
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This paper is organized as follows: Section II briefly reviews the traditional and fuzzy 

methods to calculate process capability indices. Section III presents the proposed 

methodology by defining a framework. Meanwhile, Section IV presents an actual case 

application presenting data from a papermaking process to validate the proposed 

method. Finally, the last section presents the conclusions and recommendations. 

2. A Review of Fuzzy and Traditional Process Capability Indices 

2.1. Traditional Process Capability Indices Cp and Cpk 

The two most widely used standard process capability indices are 𝐶𝑝  and 𝐶𝑝𝑘 . 

Known as traditional process capability indices, these are determined under the 

assumption that the process is in statistical control, which means that the variation is due 

only to random causes. In any process capability analysis using these indices, the response 

variable values are compared against specific limits and the customer specifications. The 

comparison is made by forming the width ratio between the specification limits and the 

natural tolerance width measured by six standard deviation units [19]. 

In the beginning, it was called the precision index [22], and the 𝐶𝑝  was the first 

process capability index to appear in the literature. This index is defined as the ratio of 

specifications width (USL-LSL) over the six sigma process spread [19,21]. This index is 

calculated by using Equation (1). 

𝐶𝑝 =
𝐴𝑙𝑙𝑜𝑤𝑎𝑏𝑙𝑒 𝑃𝑟𝑜𝑐𝑒𝑠𝑠 𝑆𝑝𝑟𝑒𝑎𝑑

𝐴𝑐𝑡𝑢𝑎𝑙 𝑃𝑟𝑜𝑐𝑒𝑠𝑠 𝑆𝑝𝑟𝑒𝑎𝑑
=
𝑈𝑆𝐿 − 𝐿𝑆𝐿

6𝜎
 (1) 

where USL and LSL are the upper and lower specification limits, respectively, while σ is 

the standard deviation of the process. 

Because 𝐶𝑝 focuses on the process dispersion, and this index does not consider the 

centering of the process [17], the 𝐶𝑝𝑘 index is being used to overcome this problem. 𝐶𝑝𝑘 

relates the natural process tolerance (3𝜎) to the specification limits. It is used to describe 

how well the process fits within the specification limits by considering the location 

parameter (mean). This index is calculated by using Equations (2)–(4) [19,21,22]. 

𝐶𝑝𝑘 = min [𝐶𝑝𝑙, 𝐶𝑝𝑢] (2) 

𝐶𝑝𝑙 =
(𝜇 − 𝐿𝑆𝐿)

3𝜎
 (3) 

𝐶𝑝𝑢 =
(𝜇 − 𝑈𝑆𝐿)

3𝜎
 (4) 

2.2. Fuzzy Process Capability Indices with Triangular Fuzzy Numbers 

The fuzzy process capability indices are calculated using different membership 

functions to generate the fuzzy numbers. However, this study is based on the fuzzy 

process capability indices using the triangular fuzzy numbers approach, as described by 

Kaya and Kahraman in 2010 [18]. 

When a process capability analysis is based on a fuzzy approach, then a fuzzy 

estimator for 𝜎2 is essential. This fuzzy parameter is defined by the confidence interval 

shown in Equation (5). 

[
𝑛�̂�2

𝜒𝑅,β/2
2 ,

𝑛�̂�2

𝜒𝐿,β/2
2 ] (5) 

where 𝜒𝑅,β/2
2 , and 𝜒𝐿,β/2

2  are the points on the right and left sides of the 𝜒2 Chi-square 

density function, respectively. Where the probability of exceeding the corresponding limit 

is 𝛽/2. However, this formula is a biased estimator for the variation (𝜎2). Equation (6) is 

defined to calculate an unbiased fuzzy estimator. 

𝐿(𝜆) = [1 − 𝜆]𝜒𝑅,0.005
2 + 𝜆𝑛, 𝑅(𝜆) = [1 − 𝜆]𝜒𝐿,0.005

2 + 𝜆𝑛 (6) 
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The unbiased (1 − 𝛽)×100% confidence interval for 𝜎2 should be calculated from 

Equation (7). 

𝐿�̃̂�𝑐 = [
𝑛�̂�2

𝐿(𝜆)
,
𝑛�̂�2

𝑅(𝜆)
] ,     0 ≤ 𝜆 ≤ 1 (7) 

Suppose the 𝛽  parameter is considered as α-cut level. In that case, the fuzzy 

triangular membership function for 𝜎2 is obtained from Equation (7) and described in 

Equation (8). Therefore, the triangular membership functions can be developed by placing 

the previous confidence intervals on top of each other. 

(�̂�𝑐)𝛼 = [
𝑛�̂�2

[1 − 𝛼]𝜒𝑅,𝛽/2
2 + 𝑛𝛼

,
𝑛�̂�2

[1 − 𝛼]𝜒𝐿,𝛽/2
2 + 𝑛𝛼

] ,    0 ≤ 𝛼 ≤ 1 (8) 

when the fuzzy estimator for 𝜎2  has been determined, it is possible to establish 

specification limits as triangular fuzzy numbers (TFN). Assume that the upper and lower 

specification limits (USL and LSL) are defined as: 𝑈�̃�𝐿 = (𝑢1, 𝑢2, 𝑢3), and 𝐿�̃�𝐿 = (𝑙1, 𝑙2, 𝑙3). 

These limits are calculated by including the α-cuts, as shown in Equation (9) and 

Equation (10), respectively. 

𝑈�̃�𝐿𝛼 = [(𝑢2 − 𝑢1)𝛼 + 𝑢1, (𝑢2 − 𝑢3)𝛼 + 𝑢3] (9) 

𝐿�̃�𝐿𝛼 = [(𝑙2 − 𝑙1)𝛼 + 𝑙1, (𝑙2 − 𝑙3)𝛼 + 𝑙3] (10) 

Now, it is possible to calculate the process capability indices. To calculate the fuzzy 

𝐶𝑝, Equation (11) is used. And to estimate the fuzzy 𝐶𝑝𝑘, the Equations (12)–(14) are being 

used. 

(�̃̂�𝑝𝑐)
𝛼

=

(

 
 
 
[(𝑢2 − 𝑢1) + (𝑙3 − 𝑙2)]𝛼 + (𝑢1 − 𝑙3)

6 ∗ √
𝑛�̂�2

(1 − 𝛼)𝜒𝐿,β/2
2 + (𝛼𝑛)

,
[(𝑢2 − 𝑢3) − (𝑙2 − 𝑙1)]𝛼 + (𝑢3 − 𝑙1)

6 ∗ √
𝑛�̂�2

(1 − 𝛼)𝜒𝑅,β/2
2 + (𝛼𝑛)

)

 
 
 

 
(11) 

(�̃�𝑝𝑢𝑐)𝛼 =

(

 
 
 

[(𝑢2 − 𝑢1)𝛼 + 𝑢1] − μ

3 ∗ √
𝑛�̂�2

(1 − 𝛼)𝜒𝐿,β/2
2 + (𝛼𝑛)

,
[(𝑢2 − 𝑢3)𝛼 + 𝑢3] − μ

3 ∗ √
𝑛�̂�2

(1 − 𝛼)𝜒𝑅,β/2
2 + (𝛼𝑛)

)

 
 
 

 (12) 

(�̃�𝑝𝑙𝑐)𝛼 =

(

 
 
 

𝜇 − [(𝑙2 − 𝑙3)𝛼 + 𝑙3]

3 ∗ √
𝑛�̂�2

(1 − 𝛼)𝜒𝐿,β/2
2 + (𝛼𝑛)

,
𝜇 − [(𝑙2 − 𝑙1)𝛼 + 𝑙1]

3 ∗ √
𝑛�̂�2

(1 − 𝛼)𝜒𝑅,β/2
2 + (𝛼𝑛)

)

 
 
 

 (13) 

�̃�𝑝𝑘𝑐 = min{�̃�𝑝𝑢𝑐, �̃�𝑝𝑙𝑐} (14) 

3. Methodology 

This section describes the proposed method to evaluate the fuzzy process capability 

indices. The model and the graphic user interface developed by Rodriguez et al. [83] are 

used to generate data. The validation is only presented for the experimental designs and 

process capability indices steps. 
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3.1. Modeling 

For any dataset in a science project, it is essential to understand how the data have 

been collected, stored, transformed, reported, and used [84]. Furthermore, understanding 

the range of factors to consider about manufacturing process data is mainly related to the 

quality and availability of the data, gaps in the data, or lack of data. Depending on the 

application, the manufacturing process data are stored in different repositories, including 

public and commercially available databases and private collections [85]. 

The more significant time-consuming part of the data science process is preparing 

the dataset to suit a data science task [84]. Dataset is rarely structured and available in the 

form required. Most data science algorithms require data to be structured in a tabular 

format with records in the rows and variables in the columns. When the data is presented 

in any other form, the dataset may need to be transformed into the required structure. 

Before conducting an in-depth analysis of the data, exploring the dataset is another 

essential task. Also known as exploratory data analysis, which is probably the most time-

demanding task of data preparation. This task uses a set of simple tools to understand the 

data and involves computing descriptive statistics and data visualization [84]. This task 

can expose the structure of the data, the distribution of the values, the presence of outlier 

values, and highlight relationships whiting the dataset. In addition, descriptive statistics 

like mean, median, mode, standard deviation, and range for each independent variable 

provide an easily readable summary of the key characteristics. Furthermore, the 

parameters could be used in the data imputation process. 

Finally, an in-depth data analysis is performed to find a model to predict a variable 

of interest. A model is the abstract representation of the data and the relationships in a 

given dataset. 

There are a few hundred data science algorithms in use, derived from statistics, 

machine learning, pattern recognition, and the body of knowledge related to computer 

science. Fortunately, many viable commercial and open-source data science tools are on 

the market to automate the execution of these learning algorithms. 

As in the present study, classification and regression are commonly used to predict 

an outcome result based on one or more input variables. However, artificial neural 

networks have been widely used in many applications [85] due to their potential for 

predictive purposes. 

3.2. Graphic User Interface 

Currently, most intelligent computing devices use graphic user interfaces to reduce 

user learning curves and better interact with the process [86]. 

In any development process of a graphic user interface, the interface and interaction 

design take up most of the time in software use. Although there are many types of GUI’s, 

typically, this tool is composed of two main categories: the containers that represent the 

menu and the controls that represent the basic objects of the user interaction [87]. A 

common GUI development approach is presented by Monte-Mor et al. (2011) [88]. 

This study presents the model deployment presented by Rodriguez et al. in a graphic 

user interface as an interactive soft sensor shown by Rodríguez et al. [83]. 

3.3. Experimental Designs 

The main reason for using experimental designs is their ability to provide evidence 

of causality [89–91]. The power of experiments to establish cause and effect relationships 

is critical to developing knowledge in any field of science [92]. The literature has referred 

to experimental designs as the gold standard of scientific research [93–95]. Moreover, 

other studies have noted the importance of experimental designs for testing theoretical 

concepts and how people better understand the world [96–98]. Therefore, the main goal 

of the experimental designs is to determine the causal relationships between independent 

and dependent variables. 
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The proposed method includes the experimental designs as one of the main steps to 

evaluate the process capability indices. However, the experimental design is carried out 

as a no-invasive approach [99]. Furthermore, the proposed method suggests using the 

most common experimental design approaches: screening, factorial, response surface, 

mixture, and Taguchi. But the approach used will depend on the specific research 

objective. This study uses a Placket-Burman factorial design. 

3.4. Generate Data 

Generally, any process capability analyses are carried out using data from quality 

control laboratories or the measures taken from the quality control system. Several studies 

can be found where traditional and fuzzy approaches are used to calculate process 

capability indices. However, in the present work, the data are taken using the previously 

developed interactive soft sensor. 

Before generating data for the process capability analysis, the optimal operation 

conditions determined by the experimental design step are considered. However, the 

values found in the experimental designs are ideal ones. Although, it is complicated to 

maintain a fixed set point in the process. It is fundamental to determine the variability of 

the independent variables in the process. 

Thus, the variability for all independent variables is firstly determined. This 

variability generates random data around the set point (previously found optimal 

condition). The amount of data generated is based on cycle time and the process capability 

to store data. 

3.5. Process Capability Indices 

If the generated data follows a normal distribution, then the process capability 

indices can be well estimated using the traditional approach. However, as the proposed 

method uses predicted data, the data will probably show uncertainty. Therefore, the fuzzy 

process capability analysis is the better option. 

In this study, the process capability analyses presented in [17] are applied to a 

papermaking process. Figure 1, is shown the proposed method called the “non-invasive 

method to evaluate the fuzzy process capability indices” (Non-I FPCA). 

 

Figure 1. A non-invasive method to evaluate fuzzy process capability indices (Non-I FPCA). 
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4. Real Case Application 

The process capability analysis has been held for a papermaking process in a paper 

grade of 200 g (basis weight named “L-200”). These capability indices have been 

calculated using a fuzzy environment to get more reliable information about the process 

capability. 

Firstly, the model proposed in [83] is used as an alternative method to collect data on 

paper’s basis weight. This model is advantageous since it can predict the basis weight 

with reasonable accuracy (greater than 90%) for new operating conditions or data not 

included in the training and validation process. Mainly for the grades from 180 to 250 

g/m2, reaching an error from 4.8 to 6.7%. In the modeling process, the input array size was 

182,834 rows by 24 columns, while the output array size was 182,834 rows by one column. 

This amount of data samples was enough to develop a robust neural network model. 

Additionally, the 24 columns correspond to all the independent variables affecting the 

basis weight in the paper. Hence, these variables must be continuously monitored and 

controlled by process engineers. 

For the training and validation process, the input array size was 164,550 rows by 24 

columns, while the output array size was 164,550 rows by one column. In the testing 

process, the input array size was 18,284 rows by 24 columns, while the output array size 

was 18,284 rows by one column. The following is a more detailed description of the 

process of obtaining the neural network model proposed in [83]. 

The best-found architecture and structure of the neural network model are shown in 

Table 1. The activation functions and the number of neurons per layer were moved by 

trial and error for the neural network architecture design. Meanwhile, the rest of the 

hyperparameters were: the loss and metric functions, a learning rate of 0.001 for the 

RMSprop optimizer, a batch size of 32, and 1000 epochs for each of the training and test 

process. 

Table 1. Neural Network Model Architecture. 

Model: “Sequential” 

Layer (type) Output Shape Param # 

dense (Dense) (None, 48) 1200 

dense_1 (Dense) (None, 12) 588 

dense_2 (Dense) (None, 1) 13 

Total params: 1801   

Trainable params: 1801   

Non-trainable params: 0   

Figure 2 presents a training summary for the model loss level. Meanwhile, in Figure 

3 is shown the predicted vs. test data to evaluate the model performance in the building 

process. Finally, in Figure 4 is shown in detail the predicted vs. test data for a random 

range selected from 12,000 to 12,200. As shown in graphical results, the model developed 

can determine the basis weight with reasonable precision. 
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Figure 2. Training summary for the model loss level. 

 

Figure 3. Model performance: predicted vs. test data. 
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Figure 4. Predicted vs. test data selected from 12,000 to 12,250. 

The resulting mean absolute error (MAE) was 12.40 g. In addition, an external dataset 

not included in the process building of the model was used to validate the model 

performance. The resulting mean absolute error (MAE) was 12.10 g by using the external 

dataset. 

The graphic user interface was developed using the streamlit library in the Python 

programming language. So, the model was embedded in the user interface. The generated 

package can work well in any local host. Moreover, the model can also work in a web 

environment, allowing the process engineers to calculate basis weight offline. Figure 5 

shows the framework of the graphic user interface proposed by Rodríguez et al. [83]. To 

present the graphical user interface from a terminal on your computer, you must add the 

path where the GUI source code is located and then enter the following instruction: run 

streamlit name.py. 
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Figure 5. Graphic user interface (Reproduced with permission from [83]). 

The GUI will automatically display the average value of each independent variable; 

however, as mentioned above, the user can manually manipulate each variable. 

Given the excellent performance shown by the neural network model to predict the 

basis weight, it was used to evaluate the response in the experimental design step. In 

addition, due to the large number of independent variables involved in the papermaking 

process, the Placket-Burman factorial experimental design was selected. Before carrying 

out the experimental design analysis, all independent variables were coded. The high and 

low levels of each independent variable were defined in collaboration with process 

engineers according to the parameters commonly used to manufacture the different 

grades of paper. Table 2 shows the entire list of independent variables and their levels 

included in the experiment. 
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Table 2. Codes and levels of independent variables affecting basis weight. 

Variable Name Code 
Levels 

Low (−) High (+) 

Pulp Flow at Machine Top A 1500 2500 

Consistency at Machine Top B 3.5 4.5 

Consistency at Tank Top C 3.5 4.5 

Output Pressure at Machine Top D 1.5 2.5 

Level Top E 85 95 

Pulp Flow at Machine Middle F 4500 5500 

Consistency at Machine Middle G 3.5 4.5 

Consistency at Tank Middle H 3.5 4.5 

Output Pressure at Machine Middle J 1.5 2.5 

Level Middle K 85 95 

Pulp Flow at Machine Back L 2000 3000 

Consistency at Machine Back M 3.5 4.5 

Consistency at Tank Back N 3.5 4.5 

Output Pressure at Machine Back O 1.5 2.5 

Level Back P 85 95 

Machine Speed Top Q 472 473 

Machine Speed Middle R 472 473 

Machine Speed Back S 472 473 

Horizontal Lip Position Top T 25 30 

Vertical Lip Position Top U 75 80 

Horizontal Lip Position Middle V 25 30 

Vertical Lip Position Middle W 15 20 

Horizontal Lip Position Back X 25 30 

Vertical Lip Position Back Y 55 60 

Notice that the developed model is deterministic since the response will always be 

the same under the same operating conditions. However, in a real situation, the response 

must show variability. So, a first experimental design must be carried out to know the 

variability and include it in the model response. Therefore, Minitab-19® was used to 

generate the fully randomized design table. This table contains one replicate per 

experiment, with 48 runs without blocks. Each experiment’s response (basis weight) was 

the predicted value using the neural network model inserted in the graphic user interface. 

Notice that each run of the experimental design can be entered manually in the graphical 

user interface or enter all runs as a matrix array in the source code that generated the 

neural network model in Python using the model.predict(x) function. The coded data are 

presented in the Appendix A. 

The results in Figure 6 show that the model’s assumptions are met: normality, 

constant variance, and independence. Meanwhile, Table 3 summarizes the analysis of 

variance. The stepwise selection method uses an α risk value to enter 0.15 and an α risk 

value to remove 0.15. The results indicate that the process variables, Pulp Flow at Machine 

Top, Pulp Flow at Machine Middle, Pulp Flow at Machine Back, Consistency at Machine 

Back, and Vertical Lip Position, were significant at 5%. On the other hand, Consistency at 

Machine Top, Level Middle, and Horizontal Lip Position Middle showed p-values of 

0.051, 0.064, and 0.067, respectively. These variables were also considered significant. The 

main effects plot for each variable mentioned above is shown in Figure 7. 

Note the main experimental design results are shown, such as the graphs validating 

the model assumptions, the analysis of variance, and the main effects plot. However, in 

the present work, the experimental design approach is used to obtain the optimal 
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operating parameters (for a 200 g paper) for all 24 independent variables and not to 

quantify the effects on the response variable (basis weight). 

Finally, the first optimal operating conditions were determined by using the response 

optimizer. The results show a desirability index of 1.000 and the optimal values are 

summarized in Table 4. Although these variables considerably affect the basis weight, 

defining the values (in advance, which are called set points) for the other independent 

variables is necessary. Therefore, Table 4 also presents the recommended values. 

 

Figure 6. Model assumptions for experimental designs. 

Table 3. Analysis of variance. 

Source DF Adj SS Adj MS F-Value p-Value 

Model 8 13,777.2 1722.2 8.37 0.000 

  Linear 8 13,777.2 1722.2 8.37 0.000 

    Pulp Flow at Machine Top 1 851.2 851.2 4.14 0.049 

    Consistency at Machine Top 1 832.4 832.4 4.04 0.051 

    Pulp Flow at Machine Middle 1 1730.5 1730.5 8.41 0.006 

    Level Middle 1 746.8 746.8 3.63 0.064 

    Pulp Flow at Machine Back 1 890.2 890.2 4.32 0.044 

    Consistency at Machine Back 1 1199.3 1199.3 5.83 0.021 

    Horizontal Lip Position 1 733.1 733.1 3.56 0.067 

    Vertical Lip Position 1 6793.7 6793.7 33.01 0.000 

Error 39 8027.4 205.8   

Total 47 21,804.7    
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Figure 7. Main effects for the independent variables. 

Table 4. Optimal values for the independent variables and expected variability. 

Variable Setting Expected Variability 

Pulp Flow at Machine Top 2500 16.5 

Consistency at Machine Top 4.5 0.08 

Consistency at Tank Top 4.5 0.08 

Output Pressure at Machine Top 1.5 0.08 

Level Top 95 0.83 

Pulp Flow at Machine Middle 5500 16.5 

Consistency at Machine Middle 4.5 0.08 

Consistency at Tank Middle 4.5 0.08 

Output Pressure at Machine Middle 1.5 0.08 

Level Middle 95 0.83 

Pulp Flow at Machine Back 2000 16.5 

Consistency at Machine Back 3.5 0.08 

Consistency at Tank Back 3.5 0.08 

Output Pressure at Machine Back 1.5 0.08 

Level Back 95 0.83 

Machine Speed Top 473 1.65 

Machine Speed Middle 473 1.65 

Machine Speed Back 473 1.65 

Horizontal Lip Position Top 30 0.83 

Vertical Lip Position Top 80 0.83 

Horizontal Lip Position Middle 25.31 0.83 

Vertical Lip Position Middle 15.17 0.83 

Horizontal Lip Position Back 30 0.83 

Vertical Lip Position Back 60 0.83 

The next step is generating the data to know the expected fuzzy process variability. 

Thus, the variability for all independent variables is determined. This variability is shown 

in Table 4. This variability is included in a random dataset generated around the set point 

for each independent variable. Since the cycle time of a paper roll is about forty minutes, 

and because the papermaking process can generate data in the interval time of one minute; 

hence, a total of forty random data were generated for each independent variable. The 

resulting array size of 40 rows by 24 columns was introduced in the GUI to predict the 

basis weight. The predicted values (basis weight) used to calculate the fuzzy process 

variability are illustrated in Table 5. Finally, using Equation (8), the membership function 

of �̂�𝑐 has been calculated and illustrated in Figure 8. The results show that the standard 

deviation ranges from 1.39 to 4.55. This variability was included in the developed model. 

So, the predicted values are now affected by any random value taken from this data range. 



Mathematics 2022, 10, 3000 15 of 28 
 

 

Table 5. Predicted basis weight values (grams) to estimate the variability range. 

n Basis Weight n Basis Weight n Basis Weight n Basis Weight 

1 202.35 11 204.32 21 203.83 31 200.53 

2 203.96 12 203.06 22 200.97 31 202.26 

3 199.28 13 203.61 23 206.54 33 198.52 

4 203.23 14 202.79 24 202.87 34 202.73 

5 202.25 15 204.62 25 202.34 35 202.90 

6 198.22 16 199.12 26 202.58 36 201.43 

7 203.91 17 205.90 27 205.74 37 201.85 

8 205.55 18 203.02 28 201.67 38 204.37 

9 205.78 19 203.52 29 202.80 39 199.91 

10 197.31 20 201.50 30 197.97 40 200.7 

 

Figure 8. The membership function of �̂�𝑐. 

Because the developed model is capable to provide different basis weight values for 

the same provided operating conditions; therefore, it is possible to perform replicated 

experimental designs, which allow knowing the variability, magnitude, and direction of 

the effects for each independent variable. Thus, by following the same method mentioned 

above, Minitab-19® is used again to carry out a replicated experimental design. Firstly, a 

fully randomized design table is generated. This table contains five replicates per 

experiment; so, there are 240 runs without blocks. The generated matrix size is 240 rows 

and 24 columns (due to the table size, these data are not included in the paper). This matrix 

is used to estimate the basis weight for each experiment (operating condition). 

The results in Figure 9 show that the model’s assumptions are again met: normality, 

constant variance, and independence. As mentioned above, the experimental design 

approach is used to obtain the optimal operating parameters; however, the tables shown 

in Appendices B and C summarize the coefficients and the analysis of variance, 

respectively. The results indicate that the process variables significant at a level of 5% 

were: Pulp Flow at Machine Top, Consistency at Machine Top, Pulp Flow at Machine 
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Middle, Output Pressure at Machine Middle, Level Middle, Pulp Flow at Machine Back, 

Consistency at Machine Back, Consistency at Tank Back, Output Pressure at Machine 

Back, Level Back, Machine Speed Top, Ver Lip Position Top, Hor Lip Position Middle, and 

Ver Lip Position Middle. These variables have a significative effect on the basis weight. 

However, variables such as Pulp Flow at Machine Top, Consistency at Machine Top, Pulp 

Flow at Machine Middle, Level Middle, Consistency at Tank Back, Level Back, Machine 

Speed Top, Ver Lip Position Top, Hor Lip Position Middle, and Ver Lip Position Middle 

must be changed from low to a high level to reduce variability. 

 

Figure 9. Model assumption for the experimental designs. 

Meanwhile, the rest of the significative variables must change from high to low. The 

main effects plot for each variable mentioned above is shown in Figure 10. Finally, the 

optimal operating conditions were determined using the response optimizer in Minitab-

19®. The results show a desirability index of 1.000 for the optimal values summarized in 

Table 6. 
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Figure 10. Main effects for the independent variables (correspond to the twenty-four variables as 

shown in Table 6). 

Table 6. Optimal operating conditions for each independent variable. 

Variable Setting Variable Setting 

Pulp Flow at Machine Top 1500 Consistency at Tank Back 3.5 

Consistency at Machine Top 4.5 Output Pressure at Machine Back 2.5 

Consistency at Tank Top 4.5 Level Back 85 

Output Pressure at Machine Top 1.5 Machine Speed Top 473 

Level Top 95 Machine Speed Middle 473 

Pulp Flow at Machine Middle 5500 Machine Speed Back 472 

Consistency at Machine Middle 3.5 Horizontal Lip Position Top 25 

Consistency at Tank Middle 3.5 Vertical Lip Position Top 80 

Output Pressure at Machine Middle 2.5 Horizontal Lip Position Middle 25 

Level Middle 85 Vertical Lip Position Middle 20 

Pulp Flow at Machine Back 2000 Horizontal Lip Position Back 25 

Consistency at Machine Back 3.5 Vertical Lip Position Back 60 

The following step is generating the data to carry out the fuzzy process capability 

analysis. Again, the expected variability for each independent variable (presented in Table 

4) must be considered. Therefore, using this variability, a new random dataset is generated 

around the set point defined in Table 6. Note that the operating conditions shown in Table 

6 differ from those in Table 4. This difference is because the model includes the previously 

calculated variation and will present variation in the output data similar to the shown by 

the measurement systems. Hence, the resulting array size was 40 rows by 24 columns in 

the step where the variability range was estimated. This matrix was introduced in the 



Mathematics 2022, 10, 3000 18 of 28 
 

 

graphic user interface to predict the basis weight. The predicted values (basis weight) used 

to apply the fuzzy process capability analysis are illustrated in Table 7. Note that these 

values include the expected variation for each independent variable and the variability 

included in the model. 

Table 7. Predicted basis weight values (grams) to estimate the fuzzy process capability indices. 

n Basis Weight n Basis Weight n Basis Weight n Basis Weight 

1 204.64 11 206.29 21 206.03 31 200.98 

2 209.88 12 203.16 22 204.92 32 198.88 

3 204.24 13 198.14 23 197.29 33 208.42 

4 198.28 14 201.54 24 205.64 34 200.73 

5 205.76 15 203.98 25 205.91 35 209.79 

6 204.52 16 212.52 26 200.27 36 204.52 

7 200.98 17 210.95 27 203.05 37 205.80 

8 199.54 18 207.32 28 200.07 38 197.52 

9 201.28 19 197.04 29 206.54 39 204.55 

10 202.29 20 206.42 30 199.12 40 201.04 

The fuzzy process capability indices are calculated in the proposed method’s last 

step. Firstly, using Equation (8), the membership function of �̂�𝑐 has been calculated and 

illustrated in Figure 11. The standard deviation goes from 2.40 to 7.87 for different 𝛼-cut 

values. Notice that this variability is greater than estimated at the beginning because this 

variability includes the variability shown by all independent variables. This variability 

could be larger; however, by defining the optimal parameters, the variability was reduced 

in the predicted values of the basis weight. In addition, if the process engineers can have 

a better control for each of the significant critical variables identified in the experimental 

design step; then, the standard deviation would be reduced. 

 

Figure 11. The membership function of �̂�𝑐. 

With �̂�𝑐  calculated, now it is possible to calculate the fuzzy process capability 

indices. Because the method used to estimate �̂�𝑐  included all data; therefore, �̃̂�𝑝𝑐  and 
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�̃�𝑝𝑘𝑐 must be changed to �̃̂�𝑝𝑐 and �̃̂�𝑝𝑘𝑐. The specification limits are defined by using the 

triangular fuzzy numbers to achieve this aim. Since the upper and lower specification 

limits for a paper grade of 200 g are 210 and 190 g, respectively; therefore, the specification 

limits are defined as follows: 𝑈�̃�𝐿𝛼 = 𝑇𝐹𝑁(208, 210, 212)  and 𝐿�̃�𝐿𝛼 =

𝑇𝐹𝑁(188,190, 192). 

Now, by using the Equations (9) and (10) the 𝛼-cut values for the upper and lower 

specification limits are obtained as follows: 𝑈�̃�𝐿𝛼 = [2𝛼 + 208,−2𝛼 + 212], and 𝐿�̃�𝐿𝛼 =

[2𝛼 + 188,−2𝛼 + 192]. And by using Equation (11), the membership function of �̃̂�𝑝𝑐 is 

calculated and depicted in Figure 12. The range for �̃̂�𝑝𝑐  goes from 0.54 to 1.19 with 

different 𝛼-cut values. 

 

Figure 12. The membership function of �̃̂�𝑝𝑐. 

Equations (12) and (13) are used to calculate the membership functions of �̃�𝑝𝑢𝑐 and 

�̃�𝑝𝑙𝑐 . �̃�𝑝𝑢𝑐  changes between 0.27 to 0.92 with different α-cut values. Meanwhile, �̃�𝑝𝑙𝑐 

changed between 0.69 to 1.68 with different 𝛼-cut values. Therefore, using Equation (14), 

the range for �̃�𝑝𝑘𝑐 goes from 0.27 to 0.92, as shown in Figure 13. 

The membership functions of 𝜎 -level were also calculated using the following 

equation: 𝜎 = 3 ∗ �̃�𝑝𝑘𝑐. The 𝜎-level change between 0.81 to 2.77, as shown in Figure 14. 
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Figure 13. The membership function of �̃�𝑝𝑘𝑐. 

 

Figure 14. The membership function of 𝜎-level. 

Finally, a dataset of 200 g of paper grade randomly selected from the quality control 

system (QCS) is collected to compare the proposed method against the traditional and 

fuzzy approaches. For this purpose, forty continued basis weight readings between 190 to 

210 g were taken. The 𝑃𝑝 and 𝑃𝑝𝑘 indices were calculated using the traditional process 

capability analysis. The used dataset is illustrated in Table 8. The analysis was carried out 

in Minitab-19®. The results show a 𝑃𝑝 of 1.01 and a 𝑃𝑝𝑘 of 0.63, as shown in Figure 15. In 
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addition, the fuzzy process capability indices were calculated for different 𝛼-cut values 

using the same dataset. The results show that the standard deviation goes from 2.02 to 

6.61. The P̃̂pc ranges go from 0.64 to 1.42, while the �̃�𝑝𝑘𝑐 goes from 0.30 to 1.06. Finally, 

the 𝜎-level changes between 0.90 to 3.17. These values are presented from Figures 11–14, 

respectively. 

Table 8. Basis weight values (grams) from QCS. 

n Basis Weight n Basis Weight n Basis Weight n Basis Weight 

1 203.67 11 209.57 21 202.09 31 206.58 

2 201.22 12 209.87 22 204.23 32 205.35 

3 200.31 13 206.35 23 204.23 33 204.30 

4 199.81 14 203.81 24 205.47 34 203.06 

5 200.24 15 201.13 25 208.67 35 202.57 

6 200.97 16 199.70 26 209.43 36 202.33 

7 201.80 17 198.41 27 208.91 37 202.06 

8 203.30 18 198.24 28 208.36 38 202.50 

9 205.18 19 199.10 29 207.88 39 203.12 

10 207.08 20 200.15 30 207.29 40 203.93 

 

Figure 15. Traditional process capability indices. Since no target value was defined, the Cpm index 

cannot be calculated (the result is shown as *). 
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5. Conclusions 

Unlike the existing methods, the proposed method does not use final product/service 

measures. Instead, the used dataset corresponds to predicted values made by the trained 

model. Therefore, the fuzzy process capability indices are determined by using data 

directly from each independent variable that affects the response, including its variability. 

In the traditional approach to evaluating process capability indices, the response 

variable values are usually close to the target value because the data come from a normal 

process. In the proposed method, the experimental designs were used first to know the 

membership function of the process variability. The standard deviation ranges from 1.39 

to 4.55. The model included this variability to carry out a replicated experimental design 

to define the optimal operating conditions that will bring the response variable closer to a 

target value. 

The 𝑃𝑝  and 𝑃𝑝𝑘  capability indices estimated using the traditional approach are 

within the range of values calculated with the proposed method for these same indices. 

The results showed a 𝑃𝑝  of 1.01, and 𝑃𝑝𝑘  of 0.63. When the minimum and maximum 

values are calculated with the proposed and existing fuzzy methods, the standard 

deviation with the proposed method will always be larger than the existing fuzzy 

methods. This difference is because the model includes the natural variation of the process 

and the variation shown by each independent variable. As shown in Figure 11, the 

proposed method showed a larger standard deviation than the fuzzy method. For this 

parameter, the proposed method showed values from 2.40 to 7.87, while the fuzzy method 

results showed values from 2.02 to 6.61. For the �̃̂�𝑝𝑐 index, the proposed method showed 

a �̃̂�𝑝𝑐  from 0.54 to 1.19, while the fuzzy method showed a �̃̂�𝑝𝑐  from 0.64 to 1.42. 

Meanwhile, the proposed method showed a �̃�𝑝𝑘𝑐 from 0.27 to 0.92, compared with the 

fuzzy method showing a �̃�𝑝𝑘𝑐 from 0.30 to 1.06. On the other hand, the proposed method 

showed a 𝜎-level from 0.81 to 2.77, while the fuzzy method showed values from 0.90 to 

3.17. 

Since most of the processes tend to maintain or even decrease their performance, and 

because the variability of the independent variables was included; therefore, the results 

indicate that the proposed method gives us a better overview than the traditional and 

fuzzy approaches related to the true potential of the process performance. The proposed 

method’s observed advantages come from finding the optimal operating conditions of the 

process parameters to obtain the desired result of the paper basis weight and reduce its 

variability. 

An essential benefit of using the proposed method is that it allows us to know the 

impact on performance and variability of the significant variables of the paper 

manufacturing process; thus, this information should guide us in the product and process 

improvements. 

Furthermore, this method is helpful for slow processes where cycle times are very 

long and collecting enough data to perform a process capability analysis is complicated. 

In addition, if data can be collected for each process variable, then the process capability 

indices can be calculated for each manufactured product/service. 

On the other hand, since a variability factor is added around an optimal value defined 

in the experimental design step, the proposed method’s performance results will always 

present a different value even when using the same data collected for each independent 

variable. Therefore, this disadvantage will affect the variation of the intersection point 

probability. Finally, although the model can estimate the basis weight reasonably, general 

assumptions must be verified and this technology could be susceptible to measurement 

drift from long-term usage. Additionally, since the neural network model performance 

relies heavily on the historian data for specific paper grades. If there is a significant change 

in the paper included during the design, rebuilding the neural network model will be 

recommended. 
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Because the fuzzy process capability indices were estimated using the triangular 

membership function, the proposed method will use other fuzzy membership functions 

in future research to compare their results with reality. In addition, a sensitivity analysis 

could be performed in order to compare the results of the proposed model with other 

approaches such as the neuro-fuzzy systems and neural-like structures based on 

geometric data transformations. 
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Appendix A. The Coded Data in the First Experimental Design 

A B C D E F G H J K L M N O P Q R S T U V W X Y BW 

1500 3.5 4.5 2.5 85 5500 3.5 4.5 1.5 85 2000 4.5 4.5 1.5 95 473 472 472 30 75 25 20 30 60 194.59 

2500 3.5 3.5 1.5 95 5500 3.5 4.5 2.5 85 2000 4.5 3.5 1.5 95 473 473 472 30 75 30 15 25 60 189.61 

2500 4.5 4.5 1.5 95 4500 4.5 3.5 1.5 95 3000 4.5 4.5 1.5 95 473 473 473 30 75 25 15 25 60 166.27 

2500 3.5 3.5 2.5 95 5500 3.5 4.5 1.5 95 2000 3.5 4.5 2.5 95 473 472 473 30 80 30 20 25 55 203.37 

2500 3.5 3.5 2.5 95 5500 4.5 3.5 2.5 95 3000 4.5 4.5 1.5 85 472 472 473 25 75 25 15 30 60 154.35 

2500 4.5 4.5 1.5 85 4500 3.5 4.5 1.5 85 2000 3.5 4.5 2.5 85 473 472 473 25 75 25 20 30 55 197.43 

1500 4.5 4.5 2.5 85 5500 3.5 4.5 1.5 85 3000 4.5 4.5 2.5 85 473 473 473 30 80 25 15 25 55 173.76 

2500 3.5 3.5 1.5 85 5500 4.5 3.5 2.5 85 3000 3.5 3.5 1.5 95 473 472 473 30 75 25 20 25 55 203.38 

2500 3.5 4.5 2.5 95 5500 4.5 3.5 1.5 85 2000 4.5 3.5 1.5 85 472 473 473 25 80 25 20 25 55 205.51 

1500 4.5 3.5 2.5 85 4500 3.5 4.5 2.5 85 3000 4.5 3.5 1.5 95 472 472 473 30 80 25 20 25 60 173.09 

1500 3.5 3.5 1.5 95 4500 3.5 3.5 1.5 95 3000 3.5 4.5 1.5 95 472 472 472 30 80 25 20 30 55 193.45 

2500 4.5 3.5 1.5 95 4500 3.5 4.5 2.5 95 2000 4.5 3.5 2.5 85 472 473 473 30 80 25 20 30 60 193.95 

2500 3.5 4.5 2.5 85 4500 4.5 3.5 1.5 95 3000 4.5 3.5 2.5 85 473 472 472 30 80 30 20 25 60 207.96 

1500 3.5 3.5 1.5 95 5500 3.5 4.5 1.5 95 2000 3.5 3.5 2.5 95 472 473 473 25 75 30 15 25 60 188.53 

1500 3.5 4.5 2.5 85 5500 4.5 3.5 1.5 95 2000 3.5 4.5 2.5 95 472 473 472 30 75 25 20 30 60 208.36 

2500 4.5 3.5 2.5 85 5500 3.5 3.5 2.5 95 3000 4.5 3.5 2.5 95 473 473 473 25 75 25 15 30 55 181.96 

1500 3.5 4.5 2.5 95 5500 3.5 4.5 2.5 95 3000 4.5 3.5 1.5 85 472 473 472 25 75 25 20 30 55 171.42 

1500 3.5 4.5 1.5 85 4500 3.5 4.5 2.5 85 3000 3.5 4.5 1.5 85 472 473 473 25 80 30 15 25 60 157.25 

1500 4.5 3.5 1.5 95 5500 4.5 3.5 2.5 85 3000 3.5 3.5 2.5 95 473 473 472 30 80 30 20 30 55 202.49 

2500 4.5 4.5 2.5 85 4500 3.5 3.5 2.5 85 2000 3.5 3.5 2.5 95 472 473 472 30 75 25 15 30 60 173.01 

2500 4.5 3.5 1.5 85 4500 4.5 3.5 1.5 85 2000 4.5 4.5 1.5 95 472 473 472 25 75 30 20 25 60 202.97 

1500 3.5 4.5 2.5 95 4500 4.5 3.5 2.5 85 2000 4.5 4.5 2.5 95 472 473 473 30 80 30 15 25 55 164.64 

1500 4.5 4.5 2.5 95 4500 4.5 4.5 2.5 95 3000 3.5 3.5 1.5 85 473 472 472 25 75 30 20 25 60 184.33 

1500 3.5 3.5 2.5 95 4500 4.5 4.5 1.5 85 3000 3.5 3.5 2.5 95 473 472 473 25 80 25 15 30 60 169.84 

1500 4.5 3.5 1.5 85 5500 4.5 3.5 2.5 95 2000 3.5 4.5 1.5 85 473 473 473 25 80 25 20 25 55 219.74 

1500 4.5 4.5 1.5 95 4500 4.5 3.5 1.5 85 3000 4.5 3.5 2.5 95 472 472 473 25 75 30 20 30 55 175.56 

1500 4.5 4.5 1.5 85 5500 3.5 3.5 2.5 95 3000 3.5 4.5 1.5 95 472 472 473 30 80 30 15 30 60 192.67 

2500 4.5 3.5 2.5 85 5500 3.5 3.5 1.5 95 3000 3.5 4.5 2.5 85 472 473 472 25 80 30 20 25 60 224.43 

2500 4.5 3.5 2.5 95 4500 3.5 4.5 1.5 85 3000 4.5 4.5 1.5 95 472 473 472 25 80 30 20 30 55 208.4 

2500 4.5 3.5 2.5 95 5500 4.5 4.5 1.5 85 2000 3.5 4.5 1.5 85 472 472 473 30 75 30 15 30 55 210.54 

2500 3.5 4.5 1.5 95 4500 3.5 3.5 2.5 95 2000 4.5 4.5 1.5 85 473 472 472 30 80 30 15 30 55 193.19 

2500 3.5 4.5 1.5 85 4500 4.5 4.5 1.5 95 3000 3.5 3.5 2.5 85 472 473 473 30 75 30 15 30 55 148.5 

2500 3.5 4.5 1.5 95 4500 3.5 4.5 2.5 95 3000 3.5 4.5 2.5 95 473 473 472 25 75 25 20 25 55 217.65 

1500 4.5 4.5 2.5 95 5500 3.5 3.5 1.5 85 3000 3.5 3.5 1.5 85 473 473 472 30 75 30 15 25 55 179.44 

2500 3.5 3.5 1.5 85 5500 3.5 3.5 1.5 85 3000 4.5 3.5 2.5 85 473 472 472 25 80 30 15 30 60 158.31 

2500 4.5 4.5 2.5 95 4500 3.5 3.5 1.5 95 2000 3.5 3.5 1.5 95 473 472 473 25 80 25 15 25 60 184.78 

2500 4.5 4.5 1.5 95 5500 4.5 4.5 2.5 85 2000 3.5 3.5 2.5 85 472 472 472 30 80 25 20 25 60 190.74 
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1500 4.5 3.5 1.5 85 4500 4.5 4.5 1.5 95 2000 4.5 3.5 1.5 85 473 473 472 30 80 25 15 30 55 161.84 

1500 3.5 3.5 1.5 85 4500 3.5 3.5 1.5 85 2000 3.5 3.5 1.5 85 472 472 472 25 75 25 15 25 55 153.8 

1500 4.5 3.5 1.5 95 5500 4.5 4.5 1.5 95 3000 4.5 4.5 2.5 85 472 472 472 30 75 25 15 25 60 196.02 

1500 3.5 3.5 2.5 85 4500 3.5 3.5 2.5 95 2000 4.5 3.5 2.5 85 472 472 473 30 75 30 20 25 55 174.13 

2500 4.5 4.5 2.5 85 5500 4.5 4.5 2.5 95 2000 3.5 3.5 1.5 95 472 472 472 25 80 30 15 30 55 228.64 

1500 3.5 4.5 1.5 85 5500 4.5 4.5 1.5 95 2000 4.5 3.5 1.5 95 473 473 473 25 80 30 20 30 60 217.44 

2500 3.5 3.5 2.5 85 4500 4.5 4.5 2.5 85 3000 3.5 4.5 1.5 85 473 473 473 30 75 30 20 30 60 203.51 

1500 3.5 3.5 2.5 95 4500 4.5 3.5 2.5 85 2000 3.5 4.5 2.5 85 473 473 472 25 80 25 15 30 60 168.66 

2500 3.5 4.5 1.5 85 5500 4.5 4.5 2.5 85 3000 4.5 4.5 2.5 95 472 472 472 25 80 25 15 25 55 137.18 

1500 4.5 3.5 2.5 85 4500 4.5 4.5 2.5 95 2000 4.5 4.5 2.5 95 473 472 472 25 75 30 15 25 55 166.26 

1500 4.5 4.5 1.5 95 5500 3.5 3.5 2.5 85 2000 4.5 4.5 2.5 85 473 472 473 25 75 30 20 30 60 196.2 

Appendix B. Coefficients of the Model 

Term Effect Coef SE Coef t-Value p-Value VIF 

Constant  186.851 0.770 242.65 0.000  

Pulp Flow at Machine Top 8.068 4.034 0.770 5.24 0.000 1.00 

Consistency at Machine Top 8.675 4.337 0.770 5.63 0.000 1.00 

Consistency at Tank Top −1.486 −0.743 0.770 −0.97 0.336 1.00 

Output Pressure at Machine Top 2.676 1.338 0.770 1.74 0.084 1.00 

Level Top 2.089 1.045 0.770 1.36 0.176 1.00 

Pulp Flow at Machine Middle 11.742 5.871 0.770 7.62 0.000 1.00 

Consistency at Machine Middle 0.740 0.370 0.770 0.48 0.632 1.00 

Consistency at Tank Middle 0.430 0.215 0.770 0.28 0.780 1.00 

Output Pressure at Machine Midd −4.677 −2.338 0.770 −3.04 0.003 1.00 

Level Middle 7.840 3.920 0.770 5.09 0.000 1.00 

Pulp Flow at Machine Back −8.951 −4.476 0.770 −5.81 0.000 1.00 

Consistency at Machine Back −10.328 −5.164 0.770 −6.71 0.000 1.00 

Consistency at Tank Back 5.727 2.864 0.770 3.72 0.000 1.00 

Output Pressure at Machine Back −5.566 −2.783 0.770 −3.61 0.000 1.00 

Level Back 4.611 2.306 0.770 2.99 0.003 1.00 

Machine Speed Top 5.248 2.624 0.770 3.41 0.001 1.00 

Machine Speed Middle 2.682 1.341 0.770 1.74 0.083 1.00 

Machine Speed Back −2.219 −1.110 0.770 −1.44 0.151 1.00 

Hor Lip Position Top 1.176 0.588 0.770 0.76 0.446 1.00 

Ver Lip Position Top 3.728 1.864 0.770 2.42 0.016 1.00 

Hor Lip Position Middle 7.626 3.813 0.770 4.95 0.000 1.00 

Ver Lip Position Middle 23.235 11.617 0.770 15.09 0.000 1.00 

Hor Lip Position Back 1.869 0.935 0.770 1.21 0.226 1.00 

Ver Lip Position Back −0.075 −0.038 0.770 −0.05 0.961 1.00 

Appendix C. Analysis of Variance 

Source DF Adj SS Adj MS F-Value p-Value 

Model 24 78,258 3260.8 22.91 0.000 

  Linear 24 78,258 3260.8 22.91 0.000 

    Pulp Flow at Machine Top 1 3905 3905.1 27.44 0.000 

    Consistency at Machine Top 1 4515 4515.0 31.73 0.000 

    Consistency at Tank Top 1 133 132.6 0.93 0.336 

    Output Pressure at Machine Top 1 430 429.7 3.02 0.084 

    Level Top 1 262 261.9 1.84 0.176 

    Pulp Flow at Machine Middle 1 8272 8272.0 58.13 0.000 

    Consistency at Machine Middle 1 33 32.8 0.23 0.632 

    Consistency at Tank Middle 1 11 11.1 0.08 0.780 

    Output Pressure at Machine Midd 1 1312 1312.3 9.22 0.003 
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    Level Middle 1 3688 3687.8 25.91 0.000 

    Pulp Flow at Machine Back 1 4807 4807.5 33.78 0.000 

    Consistency at Machine Back 1 6401 6400.6 44.98 0.000 

    Consistency at Tank Back 1 1968 1968.2 13.83 0.000 

    Output Pressure at Machine Back 1 1859 1858.8 13.06 0.000 

    Level Back 1 1276 1275.8 8.96 0.003 

    Machine Speed Top 1 1653 1652.7 11.61 0.001 

    Machine Speed Middle 1 431 431.4 3.03 0.083 

    Machine Speed Back 1 295 295.5 2.08 0.151 

    Hor Lip Position Top 1 83 83.0 0.58 0.446 

    Ver Lip Position Top 1 834 833.7 5.86 0.016 

    Hor Lip Position Middle 1 3489 3489.0 24.52 0.000 

    Ver Lip Position Middle 1 32,392 32,391.6 227.61 0.000 

    Hor Lip Position Back 1 210 209.6 1.47 0.226 

    Ver Lip Position Back 1 0 0.3 0.00 0.961 

Error 215 30,598 142.3   

  Lack-of-Fit 23 28,810 1252.6 134.52 0.000 

    Pure Error 192 1788 9.3   

Total 239 108,856    
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