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Intelligent Surveillance Systems, a Review

Vigilancia Inteligente, una Revisión Bibliográfica 

RESUMEN 

La seguridad es la percepción que se tiene en algún entorno, de estar protegido, sin miedo a sufrir algún daño.
Este documento ofrece una revisión de literatura sobre el tema de seguridad inteligente, basada en técnicas de
inteligencia artificial enfocada a vigilancia autónoma, y reúne avances técnicos de sistemas de supervisión, sus
aplicaciones y componentes centrales. En el transcurso de esta investigación, se observó que el aprendizaje
profundo está siendo aplicado para propósitos de vigilancia, abriendo nuevos horizontes de investigación en un
área que no había tenido cambios significativos durante aproximadamente diez años. Se encontró también que
se han estado produciendo bases de datos, de tamaño vasto, para resolver problemas referentes a la seguridad y
para probar los algoritmos. Hemos visto, además que, en cuestión de seguridad, el aprendizaje profundo es
altamente viable para solventar problemas que durante mucho tiempo han estado implícitos en los sistemas de
seguridad,  pudiendo  esto  convertirlo  en  un  avance  significativo  con  respecto  a  los  sistemas  programados
únicamente  por  algoritmos  de  visión  tradicionales,  abriendo  la  posibilidad  de  convertirse  en  un  accesorio
obligatorio para esta clase de sistemas. Cabe mencionar que, debido a lo amplio del tema, se ha limitado esta
investigación únicamente a la búsqueda de sistemas de vigilancia de ámbito civil,  además, se han utilizado
únicamente artículos científicos, evitando tecnologías comerciales.

Palabras clave: seguridad inteligente; aprendizaje profundo; seguridad.

ABSTRACT

Security refers to the perceptions about an environment protection, it means without worry of suffer harm. This 
investigation offers a literature review about security subject, focused on autonomous surveillance, gathering in 
a single document the technical novelties about surveillance systems, their applications and central components. 
During this research , we observe that deep learning its being applied for surveillance purpose, opening new 
research horizons, in an area which does not have been significant changes during about ten years, we also 
found that new vast datasets are being produced to solve issues regarding security. We have also seen that, in 
terms of security, deep learning is highly viable to solve problems that have been implicit in security systems for
a long time, this being able to turn deep learning into a new breakthrough with respect to systems programmed 
only by traditional vision algorithms, opening the possibility of becoming a mandatory accessory for security of 
systems. This research has been limited only on civil area surveillance systems, also we only use scientific 
articles for this, avoiding commercial technologies. 

Keywords: smart surveillance, deep learning, security.
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I. INTRODUCTION

The  surveillance  and  intrusion  prevention  area  has
always  been  an  active  area.  Since  ancient  times,
security measures have always been important for the
protection  and  survival  of  the  mankind.  During  the
passage of time, man has always been inventing ways
to  detect  risk  situations  more  effectively,  using
equipment such as: audible systems, like bells; visual
elements such as movement ropes, torches, or signals
emitted by people; and lately vision equipment, which
allows  it  to  detect  intrusion  of  wildlife,  or   strange
people.

Currently,  with  the  so-called  fourth  industrial
revolution [1, 2, 3], which promotes the integration of
massive  amounts  of  information  with  existing
equipment, in addition to its analysis through the use
of  artificial  intelligence  technologies,  there  is  the
premise  that  complete  areas  of  the  industry  will  be
improved in a way that has not been seen before. This
also includes the security aspect [4], where intelligent
surveillance applications begin to be implemented in
an  increasingly  accelerated  manner  [5],  through
applications focused not only on the industrial but also
on  the  civil  sphere.  Some  applications  that  are  in
development  or  have  been  implemented,  are  aimed,
for  example,  to  know  where  the  industrial  workers
really are or the surveillance of restricted areas. 

There are several works that describe modern aspects
of surveillance, for example, in [6, 7], several of the
important  characteristics  of  surveillance  systems are
described,  which  can  be  used  to  evaluate  current
systems. Here we list a set of common characteristics
for a surveillance system and some of the applications
of a surveillance system.

 Home health care /  home monitoring: such

as geriatric care and home hospitalization [8,
9]. These techniques could use surveillance
systems  to  be  aware  of  any  abnormal
behavior of patients,  in addition to a more
precise  follow-up for  people  with  diseases
that  require  more  attention  such  as
Alzheimer's.  This  would  help  reduce
important costs, such as having a permanent
nurse at home [10], a camera could be able
to  learn  actions  such  as  falls,  extreme
anxiety,  vomiting  and  could  even  detect
serious injuries [11, 12].

 Intrusion  detection:  Detecting  a  person

trespassing the property limits would help to

take appropriate actions such as calling the
911  emergency  system,  locking  doors  or
activating an audible alarm [13,14].

 Animal Intrusion: Detect that a predator is

on  an  urban  property  [15],  or  rural  [16],
determine if that specific animal needs a call
to the police, the systems could have a list of
local animals that require to be reported to
police  departments,  especially  if  they  are
predators, this can help the authorities to act
before  any  attack  occurs,  increasing  the
chances  that  the  animal  will  survive,
reducing  the  human impact,  saving  people
from an attack [17].

 Home assault: Detecting a person or group

of people with the intention of assaulting a
resident  of  a  house  [18,  19],  can  help  the
authorities  to  have  more  precise  alarms,
sending  information  on  how  many  people
there are, if they are armed and their hostile
behavior.

 Restrict  access:  An  intelligent  surveillance

system can control access to specific areas,
without  the  need  to  carry  any  device,  it
could  even  trigger  an  alarm,  if  a  specific
person  is  detected  outside  its  permitted
limits [20, 21].

Furthermore,  according to  the literature  review, it  is
possible to obtain a general organization of intelligent
surveillance  systems  into  three  general  groups
according to the type of algorithm used:  

 Systems based on classic algorithms, which

are  based  on  a  well-known  and  specific
formula,  such  as  hidden  Markov  chain
algorithms, Gaussian mixing,

 Systems  based  on  machine  learning

algorithms, such as those based on support
vector machines and deep learning, and 

 Mix of the two types or mixed. 

Because  of  the  rise  of  systems  based  on  machine
learning and to limit the number of works reviewed, in
this study we will focus on those of the second group,
systems based on machine learning algorithms. 

II. METODOLOGY

In this section, we describe the methodology to search,
analyze,  and  select  information  from  the  literature.
The present work, is a narrative review, incorporating
features of a systematic review such as some analysis
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of  the  literature  reviewed.  The  methodology  is
described in the following subsections.

Identification of literature Sources

For this work the following sources where considered:
EBSCO, IEEE, Science Direct, and Google Academic
databases.

Search Strategies

To limit the range of years of the reviewed works, a
filter between 2016 and 2020 was employed, however,
papers  of  different  years  were  included  when  they
contain relevant concepts or examples. In figure 1, we
show a distribution of the range of revision. For the
initial  collecting  a  random  search  method  with  the
keywords  Surveillance-System  was  performed.
Afterwards,  each  article  was  carefully  reviewed  to
localize the required information, and to find relevant
aspects or attributes of surveillance systems for study
selection and data abstraction.

18.92%

27.03%

24.32%

21.62%

8.11%

2016 2017 2018
2019 2020

Figure  1. Distribution of the articles reviewed in the
range of 2016-2020 (source: made by the authors).

III. RESULTS

There  are  works  in  the  area  of  systems  based  on
machine learning algorithms and here we review some
of  the  most  representative:  A work  by  Antreas  and
Plamen [22], they propose a design of an intelligent
surveillance  system  based  on  smartphones,  such
system has two modules, one of detection,  based on
the  method  of  background  subtraction  with  optical
flow, and the second of classification based on deep
learning.

On the other hand, in [23], a module is proposed to
estimate the gaze direction of a surveillance system.
The novelty of the module is that it can be trained by
means of synthetic images using a generating artificial
neural  network  of  the  type  GAN  (Generative

adversarial  network).  Also,  in the work of [24] they
combine technologies from the Internet of things, the
cloud, Edge Computing and Big Data in an intelligent
surveillance system and focus on the analysis of the
data  generated in  the system's  sensors.  In  [25]  they
direct  their  work  to  an  intelligent  mobile  video
surveillance system that uses the concepts of Bayesian
coalition  game  theory  and  learning  automata
algorithms.  Their  system.  is  mainly  focused  on
reducing the delay that occurs during the transmission
of video to the closest access points and suggest how
to  select  the  best  route.  In  [26]  an  intelligent
surveillance system with Complex Event  Processing
technology  implemented,  which  is  used  for  the
detection  of  intrusions  through  data  correlation.  In
addition,  four  classifiers  are  used  in  the  engine  to
predict the occurrence of events from the recognition
of  patterns in  the data sequence acquired from door
sensors and surveillance cameras.

In [27] it is proposed an automatic surveillance system
for  academic  environments  based  on  video  and
capable  of  monitoring  a  scene  semantically  and
detecting  anomalies.  Such  system  consists  of  three
modules: pre-processing, detection of abnormal human
activity, and content-based image retrieval phase, with
support vector machine type classifiers. In [28], they
use  a  convolutional  neural  network  for  image
recognition, and they also want the system to be low-
cost, so they use a hardware accelerator called Neural
Compute Stick instead of a GPU (graphic processing
unit) which is normally used in deep learning, but has
a high cost.

The authors  of  [29]  analyze the automatic  detection
and  recognition  of  vehicles  applied  to  a  traffic
surveillance system,  to  this  end,  they use AdaBoost
algorithms  to  extract  characteristics  and  build
classifiers  to  detect  the  vehicle  on  the  input  image.
Even  more  characteristics  are  extracted,  but  at
different  scale  by  means  of  the  Gabor  transform.
Finally,  a  nearest  neighbor classifier  is  used  for  the
final classification.

In [30] they propose an intelligent surveillance system
to  automatically  analyze  data  from  surveillance
cameras  using  foreground-background  segmentation
and people detection using a mixture of Gaussian and
oriented-gradient  histogram  and  a  multi-object
tracking method to tracking people. 

Within the algorithms examined within this group, the
following main characteristics were identified: people-
oriented  detection,  identification  of  hidden  objects,
pose  estimation,  behavior  classification  /  action
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recognition, and facial recognition and identification.
These topics are addressed in the following sections.

People-oriented detection

In [31] and [32] the problem of face-to-face detection
is  analyzed,  and  they  agree  that  one  of  the  main
problems is detecting and segmenting a human figure
in  the  environment.  Various  general-purpose
algorithms  have  been  proposed  for  this  purpose:
YOLO [33], R-CNN [34], Faster-R-CNN [35] and the
most  recently,  Mask-RCN  [36].  These  algorithms
solve the problem using deep learning, far surpassing
all  conventional  algorithms  [37],  differing  among
them  due  to  speed  and  precision  [38].  The  fastest
algorithm is YOLO, coming to be considered as in real
time, that is,  it runs in a range above 45 frames per
second, one of its variants reaches up to 155 frames
per second, with an average precision of 63.5 focused
on people.  However,  the most  accurate  algorithm is
Mask-RCN  with  78.9%  accuracy  but  running  at  a
speed of 5 frames per second.

Identification of hidden objects

A different problem is to find a completely exposed
object in contrast  to  find a  partial  hidden object.  In
[39] this task is resolved. Generally, this is addressed,
first by the object segmentation from the background
and finally  distinguishing  if  an  occlusion  is  present
[40]. All this is resolved using histograms, non-lineal
regressions,  random  Markov  fields,  and  then  limit
detection  using  neural  algorithms.  However,  recent
algorithms as YOLO and Mask-RCN are capable of
finding persons through statistical analysis within the
neural network. However, there is no precise data on
how much concealment percentage is allowed, so it is
difficult to specify which algorithm is better.    

Pose estimation

This feature enables the security system to catch what
is registered in the image, in order to classify the type
of behavior, which in [39] and [41] is achieved using
hidden Markov models.  It  should be considered that
[39]  classifies  the  pose,  but  it  does  not  generate  a
skeleton in the image.  Open Posse [42] uses a deep
learning model,  convolutional  by  stages,  which first
finds each of the identified key points to form a pose,
these  points  consist  of  eye  (left  and  right),  nose,
mouth, neck, right shoulder, left shoulder, right elbow,
left elbow, right hand and left hand, center of trunk,
right knee, left knee, right foot and left foot are also
detected. These points are then joined by an algorithm
called the affinity of parts, which restricts them to a

certain  angle  and  distance,  which  is  able  to
successfully determine pose.

Behavior classification / action recognition 

The analysis of behavior is one of the most important
topics  for  surveillance  camera  system  [43].  In  the
work of [39] a heuristic programming method to solve
this problem is proposed, additionally, their algorithm
is immune to certain types of occlusions in the scene.
This is done by eliminating information about textures
and only paying attention to shapes, from where it is
obtained  information  about  trajectories,  that
subsequently  helps  to  classify  different  types  of
posture to estimate behavior.

Facial recognition and identification 

This  feature  is  extremely  useful  for  any  intelligent
surveillance system, because it improves the detection
of  threats,  generating  actions  depending  on  each
situation.  In  [44],  several  ways in  which this  image
differentiation can be carried out  are  listed,  such as
Euclidean  distance,  quadratic  distance,  distance
between  two  blocks,  Minkowski  distance,  among
others.  In  [45],  a  neural  model  is  proposed,  which
processes the image of the face seeking to align it in
3D and  making  a  process  called  “frontalization”  to
reduce the loss of important data for identification.

Metrics for machine learning based algorithms

In this section, we review the metrics to quantify the
performance of the various algorithms specialized in
people-oriented detection, and identification of hidden
objects,  pose  estimation,  behavior  classification  and
facial  recognition  and  identification.  In  general,
surveillance  systems  based  on  machine  learning
algorithms  evaluate  their  performance  based  on  the
capacity  of  the  algorithms  used,  so  the  evaluation
consists  of  metrics  that  quantify  their  precision  to
classify,  detect,  and  response  time  to  the  events  to
which you want the system to respond.

In  [46],  methods  for  comparing  performance  of
different object classifiers are described.  Intersection
over Union (IoU) refers to the intersection area of the
frame of the detected object, against the ground-truth,
which consists of a region selected by a human. Figure
2, exemplifies this concept.
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Figure 2. Intersection over union (source: made by the
authors).

APIoU50=0.50  refers  to  the  average  precision  of  a
classifier that has managed to frame an object in an
image,  with an intersection above 50 percent  of  the
ground-truth, while a more precise method is the one
that obtains an APIoU75=0.75.

Mean Accuracy (MA) [47] is a metric used in object
detection, as a method to characterize the performance
of an object detector. It corresponds to the average of
the multiple intersection junctions founded. In the case
of  the  competitions  carried  out  using  the  COCO
database [48], it was proposed an average of 10 AP
values obtained for each object.

Another metric,  Accuracy,  quantifies the results of a
classification  or  prediction  operation  [49],  showing
how good they are.  The Accuracy has the following
formula,

Accuracy = Positive / (Positive + False Positive)

It  is  measured  from  a  specific  region,  setting  how
many values were correctly classified and the number
of false positives obtained are punished. This metric is
used in both object detection and facial recognition.

The  pose  estimation  problem merits  another  metric,
the one used by OpenPose being the PCK, described in
[50], which is a modification of an older metric, called
the percentage of correctly located parts or PCP. In this
case, the overlaps obtained from detecting the parts of
people's  joints  (elbows,  shoulders,  knees,  etc.)  are
evaluated  against  human  handmade  ones.  Figure  3
shows these regions for a pose identifying 14 and 32
feature parts respectively.

Figure 3. Pose, using 14 and 32 features (source: made
by the authors).

Comparison of algorithms used in 
surveillance systems

In  this  section  we  compare  some  of  the  algorithms
reviewed. For this task we employ the metrics used in
the original research papers, and it is possible that the
metrics  may  not  coincide  between  different
investigations. Even so, we believe that it is relevant to
make the comparison.

Results for in human detection

Table  1  shows  a  comparison  of  the  detection
percentage of each studied system, using the COCO
and VOC databases [51]. As can be seen in Table 1,
the work of [31] has better performance than the more
popular  architectures  based  on  RCNN.  However,
RCNN based algorithms have been tested in databases
with a greater number of images, which is not the case
of  [31], thus, results on architectures based on RCNN
are  more  stable  while  those  reported  in  [31]  could
have more variation.

TABLE 1

COMPARISON OF THE DETECTION PERCENTAGE

Algorithm Performance Databases
[31] Real Time

V
93.2% Small database

[34] RCNN 58.7% VOC 2007
[35] Fast-RCN 52.3% VOC 2007*

[36] Mask-RCN 53.6% COCO test
*General

Results for pose estimation

Table 2 shows a comparison of the systems focused on
determining the pose of people.

TABLE 2

COMPARISON FOR POSE ESTIMATION

Algorithm Performance Metric
[36] Mask-RCN 87.3% COCO test,

AP50

[39] Weilun Lao 77.4% mean
[42] OpenPose 87.95% COCO, LSP,

PCKh-0.5

As can be seen in Table 2, none of the three systems
studied have an equivalent metric, so their comparison
is difficult. However, the results reported in OpenPose
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are  tested on more databases  than those reported in
[39,  42].  However,  OpenPose  requires  much  more
computational power to operate in real-time than [42].

Results for action recognition 

Table 3 lists the results of the systems that are focused 
on recognizing actions.

TABLE 3

ACTION RECOGNITION ALGORITHMS

Algorithm Performance Metric
[33] Smart Surv. 83.33% Mean

Accuracy
[41] Peursum et

al
98.81% Mean

Accuracy
[52] TORNADO 96.79% UCF-

Sports,>0.50

It  was  observed  that  in  a  certain  way  there  are  no
general  criteria  for  recognizing  actions,  none  of  the
three proposed systems has the same actions to detect
nor is it compatible with the same type of database.

Results for facial recognition algorithms

TABLE 4

COMPARISON FOR FACIAL RECOGNITION SYSTEMS

Algorithm Performance Metric
[44] Simil. 90.0% Mean 

Accuracy
[45] DeepFace 97.5% Mean 

Accuracy

In  this  section  we  compare  two  facial  recognition
systems:  Simil  [44]  and  DeepFace  [45].  In  both
systems different  databases  were  used.  In  [44]  it  is
used the ORL database, which consists of 40 people,
10 images per person,  while in [45]  are used  two
large databases, the  LFW database with 5749 and the
YTF  database  with  3425  videos,  1595  different
people. The results are shown in Table 4.

IV. CONCLUSIONS

From  all  the  articles  reviewed,  we  conclude  with
several  remarks.  The  first  of  these  is  that  the
surveillance  area  continues  to  be  an  active  topic  to
investigate; there still exist an abundance of problems
raised which needs to be solved or improved. Second,

it  is  observed  a  sustained  improvement  on  the
applications and systems. This is mainly due to deep
learning techniques, such as the use of convolutional
neural networks, of two and three dimensions, applied
to  surveillance  systems.  An  important  point  is  the
available  databases,  both  in  quantity  and  quality,
which  make  developing  systems  and  algorithms
sometimes difficult  to  evaluate.  Finally,  it  would be
interesting to see if the identification of people, as part
of a surveillance system, improves or not the level of
protection of an entity, which would imply the design
of a series of tests to quantify this item.
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